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Abstract. AI-based recommendation systems to augment working conditions in 
the field of IT service management (ITSM) have attracted new attention. How-
ever, many IT support organizations possess high volumes of tickets but are con-
fronted with low quality, to which they train the underlying models of their AI 
systems. In particular, support tickets are documented insufficiently due to time 
pressure and lack of motivation. Following design science research, we design 
and evaluate an analytics pipeline to address the data quality issue. The pipeline 
can be applied to assess and extract high-quality support tickets for subsequent 
model training and operation. Based on a data set of 60.000 real-life support tick-
ets from a manufacturing company, we develop the artifact, instantiate a recom-
mender system and achieve a higher prediction performance in comparison to 
naïve enrichment methods. In terms of data management literature, we contribute 
to the understanding of assessing textual ticket data quality. By deriving a pipe-
line reference model, we move towards a general approach to designing machine 
learning-driven data quality analytics pipelines for attached recommender sys-
tems. 

Keywords: Data Quality, Artificial Intelligence, ITSM, Recommender Systems 

1 Introduction 

More and more enterprises are overloaded by the vast number of technical issues 
regarding their infrastructure and applications [1]. They rely on IT Service Management 
(ITSM) to deal with downtimes and system inefficiencies by performing problem-solv-
ing tasks to keep operations going [1]. IT service desk agents are responsible for solving 
the tickets, which are codified user issues as support requests. They are thus faced with 
a constantly growing number of heterogeneous support requests and at the same time 
have to work more efficiently, while ensuring a high level of customer satisfaction [2, 
3]. Thus, research and practice turn to AI-driven ITSM (AI-ITSM), which applies 
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machine learning and deep learning to augment the overloaded and often overworked 
agents [4–6]. Recently, recommendation systems based on solved IT tickets referred to 
as ticket recommendation systems (TRS), have gained increasing interest in research 
[7–9]. However, due to various reasons (e.g., time pressure or convenience) and the 
complexity of support services [10], support agents tend to insufficiently describe is-
sues and summarize resolutions, which in consequence limits the capabilities of the AI-
driven systems [11]. Inadvertently, data quality remains a major challenge for AI-
driven cognitive IT Service Management [6] and recommendation systems in general 
[12, 13]. 

Only a few researchers have aimed at considering data quality as a key determinator 
of recommendation performance in the context of AI-ITSM [2, 11, 14], even though 
the importance of data quality for recommendation outcomes, in general, has been well-
known [12, 15–17]. Currently, the literature focuses on clustering and classifying tick-
ets (e.g., 18–22), while the role of ticket quality is largely neglected. Our work applies 
an approach to specify ticket documentation quality by holistically incorporating so-
phisticated preprocessing, clustering steps, a comprehensive set of linguistic features, 
as well as machine learning models. In contrast to the existing literature on data quality 
in recommender systems [12, 13], our research seeks to leverage existing knowledge 
within an organization [23] in form of solved tickets by extracting and maintaining 
high-quality text data to enrich TRS. Given the research motivation, we aim at answer-
ing two research questions: [RQ1]: How can we design an analytics pipeline for con-
sidering textual ticket data quality? [RQ2]: How can the pipeline improve ticket rec-
ommendation systems? We follow a design science research (DSR) approach to instan-
tiate an analytics pipeline [24] and finally develop a pipeline reference model for data 
quality enrichment in AI-ITSM. Thus, we codify our design knowledge in a generally 
applicable reference model to make our developed knowledge accessible in new con-
texts.  

2 Related Work 

2.1 Data Quality in Recommender Systems 

It is generally known that assessing data quality is important for information systems 
research as low data quality results in expensive data quality costs [25]. The implica-
tions for TRS are indirect quality costs such as incorrect or insufficient decision aug-
mentation. This leads to low user satisfaction. Previous literature on recommender sys-
tems in general confirms that the quality of the underlying data has a major impact on 
the performance of traditional recommender systems [12, 24, 25]. The research on data 
management examines concepts and manifestations of data quality, although most of 
them do not consider unstructured text data specifically. In general, data quality is de-
fined as a multidimensional concept [26–28]. In most methods and approaches to assess 
data, an individual determination of dimensions and metrics is crucial. Yet, a standard-
ized set of data quality dimensions is not accessible due to context-specific require-
ments. Especially in the domain of textual data, data quality dimensions have not been 
widely examined. The most commonly used dimensions have been summarized by 
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Batini et al. [29], on whose foundation Cai and Zhu [30] consolidated a concept of data 
quality dimensions for big data including availability, usability, reliability, relevance, 
and presentation quality. 

The literature on recommender systems acknowledges the relevance of data quality 
[12, 26–28]. Researchers in that realm mainly focus on examining individual data qual-
ity dimensions. For example, Bharati and Chaudhury [26] considered data accuracy and 
completeness to enhance decision-making. However, most research on data quality in 
recommender systems focuses on analyzing the completeness dimension.  Feldman et 
al. [25] discovered the role of incomplete data sets on a classifier and Woodall et al. 
[32] examined the influence of completeness on decision-support processes. Other at-
tempts have been directed at investigating the role of completeness in terms of the num-
ber of features as well as the extent of feature values [11, 12]. By considering a multi-
dimensional view of text data quality [30] and adapting the framework proposed by 
Heinrich et al. [11], we explore the impact of ticket data quality on TRS performance 
in our study. 

 
2.2 Ticket Classification and Ticket Quality Assessment 

Ticket classification is a subset of text classification, as tickets are textual data in an 
unstructured format. Prior research on AI-ITSM has emphasized classifying tickets ac-
cording to prioritization, complexity, content, or other characteristics (e.g., [3, 29, 30]). 
For instance, Marcuzzo et al. [20] developed a multi-level approach for hierarchical 
ticket classification using BERT [31]. Revina et al. [18] classified tickets by complexity 
and associated effort using a set of linguistic features. Predominantly, prior research on 
ticket classification has shown that incorporating more complex sets of linguistic and 
non-linguistic features instead of naïve text classification is auspicious [10, 17]. Naïve 
text classification typically relies on vector representations of text such as TF-IDF, 
word2vec, or doc2vec. Selecting and calculating linguistic features comes with higher 
effort and can be more time-consuming since expert knowledge is required to determine 
a sufficiently sophisticated set of domain-specific features [17, 36]. In general, the use 
of machine learning and deep learning algorithms is being a promising tool for classi-
fying tickets.  

Assessing ticket quality is one of the subfields of ticket classification [8, 11, 32]. 
While there have been efforts to provide quality assessment for change request data 
[33], the literature on ticket quality remains limited. Baresi et al. [32] developed AC-
QUA, an approach for assessing the quality of issue descriptions. Thereby they re-
moved the need for additional communications and guided users to properly describe 
the incident. On the other end of the agent-customer communication, Agarwal et al. 
[11] introduced an automated quality assessment of unstructured resolution text in IT 
service systems but only considers a regression model. According to their findings, 
high-quality resolution text involves aspects of text layout, discourse relations (contin-
gency and expansion), and domain vocabulary. Both approaches [11, 32] try to recom-
mend measures for improving ticket data in real time. Analogously, Zhou et al. [8] 
applied character-level, entity-level, semantic-level, and attribute-level features for cal-
culating ticket resolution quality and integrating it into a resolution recommendation 
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system. Unlike other approaches, our study considers both issue and resolution descrip-
tions and aims at predicting ticket quality with help of machine learning models to en-
rich data for TRS. Additionally, we include ticket clustering approaches such as topic 
modeling for identifying the helpfulness of tickets. Our proposed pipeline reference 
model aggregates the knowledge on how to design analytics pipelines to enrich textual 
data quality. 

3 Research Approach 

This study aims to generate prescriptive knowledge types in the form of a ticket 
analytics pipeline [34]. Following the DSR process of Peffers et al. [35] we aim to 
develop domain-specific knowledge and artifacts, which includes the steps depicted in 
Fig. 1. We draw on existing literature and fundamentals of text analysis and data quality 
and include domain experts in the conceptualization of features and the labeling of do-
main-specific knowledge. Our design requirements are predominantly derived from lit-
erature and interviews with 17 support agents and managers who confirm the problem 
space. After developing an initial instantiation of the machine learning-based scoring 
model with a tentative set of features and conducting a first performance evaluation, 
we added a second iteration to improve the data labeling quality and revise our features 
to develop a final analytics pipeline. By extensively evaluating the pipeline and com-
paring it with a naïve classification pipeline, we aim to show how ticket data quality is 
influencing the attached recommender system performance. 

In addition to the development and evaluation of our artifact, we develop a pipeline 
reference model, by abstracting our knowledge, making it transferable and applicable 
to other contexts. Thus, we address the ongoing discussion in DSR on the lack of design 
knowledge reusability since design knowledge is often lost after a project ends [36]. 
We further address the issue of DSR contributions tending to remain isolated with little 
to no relation to other solutions because of little abstraction of the findings [37]. Refer-
ence models offer the possibility to store knowledge in an abstract form for further use 
cases and to make it accessible to other projects [38]. 

 

Fig. 1. Design science procedure according to Peffers et al. [35] 
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4 Designing a Ticket Analytics Pipeline 

4.1 Problem Formulation and Objectives 

Due to time constraints and a lack of motivation to create high-quality summariza-
tions, the quality of ticket data remains a key challenge for IT support organizations 
[6]. Interviews with IT support agents and managers show a key goal of AI-ITSM 
should be to overcome inconsistent documentation, time-consuming quality assess-
ment, inadequate quality, and inadequate knowledge base articles [2]. Intelligent qual-
ity assessment, therefore, forms the basis for improving IT support processes and aug-
menting the service workforce [6]. In summary, the goal of creating a knowledge re-
pository and ensuring data quality is to improve the performance of recommender sys-
tems [12] and provide a sophisticated user experience with such TRSs. We derived the 
following design requirements from literature and practice (DR): 

DR1: Ensure domain-specific helpfulness. The included tickets in TRS should be 
helpful and augment the adaptation process for a new incoming incident [39]. Helpful-
ness should be assured by certain quality features and meaningful problem-solution 
pairs. It involves domain experts in conceptualizing and developing such systems [40]. 

DR2: Provide transparency on feature importance. The pipeline should provide 
final sets of features, that significantly determine ticket quality. Information on the im-
pact of certain features is of special interest. By doing so, the features and the corre-
sponding feature values can be used to support agents to produce high-quality tickets 
and in general offer transparency [41, 42]. 

DR3: Differentiate between issue and resolution description quality. The scoring 
model should be able to differentiate between issue and resolution to account for dif-
ferent quality characteristics [11, 32]. This requires thorough pre-processing and a dual 
labeling, feature engineering, and classification procedure. 

DR4: Consider a multi-dimensional concept of data quality. Features should be a 
set of diverse types of criteria such as linguistic and non-linguistic features to counteract 
the unstructured character of ticket data [43, 44]. The set of features should be able to 
determine the data quality of complete ticket descriptions in terms of established data 
quality dimensions such as reliability, relevance, and presentation quality [45–47].  

DR5: Provide an interpretable quality score. A readable, normalized quality score 
should indicate the usefulness of a ticket in terms of quality [11]. The quality score can 
be integrated into the TRS as complementary information for recommendation ranking 
and selection. However, primarily the score is utilized to filter a given data set. 

 
4.2 Development and Demonstration 

We combine machine learning models and feature engineering to predict ticket quality 
and gain transparency [42]. Analogous approaches have been performed on various text 
classification cases in the context of AI-ITSM [18, 20, 21]. Using the derived require-
ments from literature and practice, we describe our development and demonstration 
phase by elaborating on design principles in the following. 

DP1 – Data quality conceptualization. The underlying optimization goal is to im-
prove recommendation system performance while at the same time ensuring readability 
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and usefulness. With reflections from the first iteration, we observed that issue and 
resolution descriptions possess different quality characteristics and hence as per design 
requirements (DR3), we differentiate between issue and resolution descriptions. Based 
on a workshop on ticket quality with IT support agents and quality managers, an anal-
ysis of the ticket data set, and a literature review on ticket and text analytics, we hand-
selected a set of more than 30 features depending on the description type (DR4). We 
rely on linguistic features to address the limitation of other text representation tech-
niques, primarily weighted words (Bag of word, TF-IDF) and word embeddings 
(Word2Vec, Doc2Vec) such as effortful training, incapacity of capturing word seman-
tic similarity and limited corpus of words [18]. Additionally, linguistic features provide 
transparency of the characteristics of data quality (DR2).  

DP2 – Data retrieval and preprocessing. The upstream steps of the pipeline com-
prise the retrieval and pre-processing of data [20, 30]. The pipeline first loads tickets 
from an ITSM platform, which are further filtered by default categories such as status 
and channel type. We rely on a set of 60,000 support tickets from 2021, which were 
provided by an international manufacturing company. The dataset was extracted from 
a ServiceNow environment and contains standard data fields for support tickets. We 
further anonymized sensitive information such as name, location, and mail [1]. Further-
more, pre-processing includes analyzing multiple ticket-related text fields including a 
short description, working notes, comments, and closing notes, and merging them into 
two fields: issue and resolution. For several linguistic features, our pipeline applies ad-
ditional pre-processing steps such as the removal of links, attachments, and mail signa-
tures, tokenization, lemmatization, and removal of special characters [48]. 

DP3 - Domain Knowledge Integration. To extract as many highly relevant tickets, 
and identify useful problem-solution matches (DR1), we apply a BERT-based topic 
modeling approach [31, 49]. Because topics could be redundant, we add an agglomer-
ative hierarchical clustering approach [50] to aggregate topic clusters [51] and to auto-
matically derive resolution clusters for later TRS training and testing (Table 1). The 
topic clusters, their keywords, and exemplary tickets indicate the quality and usefulness 
of the inherent set of similar tickets (DR1). The labeling process starts with labeling the 
topic clusters on a simple binary scale by two annotators. After annotating ten topics 
both annotators and the researchers discussed the results and aligned their approaches. 
We tested the inter-rater reliability and archived a substantial agreement (cohen’s kappa 
= 0.682). In sum, we derived 863 topics and 215 resolution clusters for the given data 
set. Then, the annotators were instructed by the set of features and examples for ticket 
quality and were provided with a different set of labeling instructions for issue and 
resolution descriptions (DR3). For issue description quality we archived an agreement 
of 0.546 and for resolution description a cohen’s kappa of 0.439. Participants of the 
labeling process were two researchers of TRS with expertise in the field of ITSM.  

Table 1. Example of useful topics and a derived topic cluster 

Cluster Label Topics 

120 
Power 
Bi li-
cense 

Topic 36: pro, bi, power, fulfillment, licence, added, license,  
Topic 389: pro, license, bi, fulfilment, power, pbi, premium  
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DP4 - Extensive Feature Engineering. Above mere feature calculation, additional 
goals of this stage are to eliminate constant attributes, eliminate redundant features and 
analyze features’ influence on ticket data quality [42]. Part of feature selection spans 
the reduction of features, which is a common challenge in statistics [52]. First, we re-
move all constant or quasi-constant features (e.g., sentiment score, language confi-
dence, and spelling mistakes) by utilizing a threshold of 0.05 for variance, which we 
derived by experimentally applying different thresholds and evaluating the attached 
model performance. Next, a correlation analysis was conducted, and we removed fea-
tures that correlate strongly (> 0.95) and possess less importance (e.g., stop words 
count, words count). Our analysis revealed that the resolution description results in 
more correlating features. Random Forest Classifier revealed to possess a compara-
tively high performance and enables analyzing the embedded feature importance 
(DR2). The top features according to importance calculated with help of the SHAP 
framework are ranked within the following Fig. 2. 
 

 
 

Fig. 2. Most influencing features on issue (left) and resolution (right) quality. 

DP5 - Quality Scoring Model. Because deep learning-based models lack explaina-
bility and interpretability [41], we rely on certain machine learning-based models for 
further insights into feature importance (DR2). The analytics pipeline makes use of 
prior work and experiences with different ML-based classifiers in the AI-ITSM domain 
[18, 21]. Accordingly, common classifiers are Support Vector Machine (SVM), Ran-
dom Forest Classifier (RF), Stochastic Gradient Descent Classifier (SGD), Logistic Re-
gression (LR), and K-Nearest Neighbors (KNN) [29, 53]. Table 2 provides an overview 
of the applied ML-based classifiers trained on a preliminary balanced set of 160 labeled 
tickets differentiating between classifiers for the issue and resolution description qual-
ity (DR3). Based on the prediction we can filter the large ticket database on the highest 
level of quality (DR5), as shown in the evaluation part. In addition, the score can be 
used to influence recommendation ranking and help agents record tickets of high qual-
ity. 
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4.3 Pipeline Reference Model for Textual Data Quality Enrichment 

Given the developed pipeline, we aggregated and abstracted our findings into a ref-
erence model for designing pipelines for data enrichment in the realm of textual data. 
The pipeline reference model in Fig. 3 demonstrates a generalized view of modern ma-
chine learning-based data quality assessment for AI-enabled systems. We differentiate 
between four key components: the data quality model, knowledge model, feature 
model, and scoring and operations model following Frank [54]. The data model requires 
the incorporation of domain-specific knowledge regarding the context-specific quality 
of a text. According to the literature on data quality assessment [45], developers have 
to define objectives, quality dimensions, and measures in a top-down manner. The re-
sulting data quality model informs the calculation and analysis of the measures – re-
ferred to as the feature model. Domain-specific knowledge is integrated through clus-
tering and labeling the data. By applying methods for explainability and transparency 
[42], organizations can get a better understanding of the underlying data quality and 
can optimize their prediction models accordingly. Finally, features are transferred to 
the scoring and operations model, where the data set is scored based on a machine 
learning-based classifier and then filtered to provide high-quality data to the attached 
recommender system. Data quality analytics pipelines should include feedback mech-
anisms from humans to machines and vice versa. During operations, users rate the rec-
ommended tickets regarding data quality, while the feature model provides recommen-
dations to the user for improving an incoming ticket. The last two elements are out of 
the scope of this study. 
 

 
Fig. 3. Pipeline reference model for textual data quality enrichment. 
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4.4 Evaluation 

We tested the pipeline on a dataset mentioned in section 4.2. To confirm that the 
designed artifact, the pipeline reference model, generates a better assessment of data 
quality and subsequently improves the performance of the attached TRS, this study 
relies on a two-leveled technical evaluation (Fig. 4) [55]. 

 

Fig. 4. Evaluation framework for the designed analytics pipeline 

First evaluation (Eval 1)– Comparing data quality scoring performance. 
Within our first evaluation phase, we compare the performance of the scoring model 

of the ticket analytics pipeline with a naïve text classifier and thereby answer our first 
research question. The simple classifier applies a TF-IDF-based text classifier [44]. Ta-
ble 2 indicates that the developed pipeline can improve the performance of text quality 
assessment for both issue and resolution. However, the impact is more prevalent in the 
case of resolution descriptions. 

Table 2. Eval 1- Overall results of the first evaluation of the data quality scoring model 1. 

Type Cl. 2 
Naïve approach Ticket analytics pipeline 

A R P F1 A R P F1 

Issue De-
scription 

SVM 0.794 0.481 0.410 0.442 0.762 0.637 0.662 0.646 
RF 0.810 0.490 0.411 0.447 0.786 0.688 0.702 0.694 
SDG 0.825 0.608 0.680 0.626 0.357 0.544 0.557 0.354 
LR 0.825 0.500 0.413 0.452 0.524 0.584 0.562 0.506 
KNN 0.746 0.524 0.528 0.525 0.690 0.591 0.585 0.587 

Resolution 
Descrip-
tion 

SVM 0.825 0.500 0.412 0.452 0.537 0.536 0.535 0.532 
RF 0.825 0.535 0.668 0.528 0.732 0.728 0.725 0.726 
SDG 0.777 0.506 0.513 0.498 0.390 0.471 0.200 0.281 
LR 0.825 0.500 0.412 0.452 0.610 0.529 0.800 0.431 
KNN 0.746 0.523 0.527 0.524 0.732 0.719 0.724 0.721 

 
1 A= Accuracy; R=Recall; P=Precision; F1 = F1-Score 
2 Cl. = Classifier for predicting a quality score for a given support ticket 

Eval 1

Eval 2

Data quality scoring performance

(Accuracy, Precision, Recall, F1 -measure)

Data quality scoring performance

(Accuracy, Precision, Recall, F1 -measure)

Recommender performance
(Precision, Recall, F1 -measure)

Data without enriched quality

Filter on quality scoring

Predict & assess

Quality classification features

Predict & assess Predict & assess

Analactics pipelineNaive approach

Data quality 
dimensions

Feature 
engineering

Word 
embeddings

Predict & assess

Filter on quality scoring

Recommender performance
(Precision, Recall, F1 -measure)

Data with enriched quality

Quality classification features

RQ1

RQ2

Ticket data quality

Prediction quality

Issue Description Resolution Description Issue Description Resolution Description



10 P. Reinhard et al. 

Interestingly, the naïve approach achieves higher accuracy results. However, as the 
goal is to identify high-quality data, precision, and recall are more important criteria, 
as the ability to identify true positives is more important for the underlying problem 
and the aim of extracting high-quality data. We argue that it is more crucial for an 
automated ticket recommender system, which is based on a large dataset, to miss ap-
propriate recommendations than to make inappropriate ones. Our pipeline outperforms 
the simple pipeline in terms of recall, precision, and F1 score, leading to more reliable 
prediction results. In the case of issue description, the ticket pipeline achieves an F1-
score of 0.69 by utilizing an RFC while the naïve approach shows a score of 0.63 ap-
plying SDG. For resolution description the results are more impressive: The pipeline 
shows a 0.2 higher F1-score by comparing the Random Forest Classifier. Additionally, 
classifiers based on word embeddings cannot provide insights into what determines 
ticket quality and how data quality can be improved in the long term. Our scoring model 
not only outperforms these approaches but ensures transparency and interpretability 
[41, 42]. 

Second Evaluation (Eval 2) – Comparing recommender system performance. 
Eval 2 includes comparing recommendation systems using the prior described sim-

ple word embedding-based classifier and the here-designed enhanced analytics pipe-
line. In contrast to Eval 1, we do test how better data quality through filtering enables 
providing better recommendations. We utilize prediction performance (mean average 
precision, mean average recall, f-score) as the by far most established quality metric in 
the recommendation systems literature [56]. Accuracy, as used in Eval 1, can not be 
utilized for evaluating recommender systems because they output multiple options and 
thus are different from classification problems. From clustering topics of tickets, we 
derived problem-solution-pairs to evaluate the TRS. We evaluate a TF-IDF- and cosine 
similarity-based recommender system, that compares a given query with the set of 
solved tickets and proposes three tickets as possible resolutions. Given the best classi-
fier of analytics pipeline and naïve classification (Eval 1), we filtered the data set on 
issue and solution description quality. Then we initiated the recommender systems on 
205 problem-solution pairs. The results (Table 3) demonstrate that a prior data enrich-
ment can slightly improve TRS performance by 0.5 points in terms of mean average 
precision (MAP) and can reach a total mean average recall of 0.75 and a total F-Score 
of 0.73. Despite showing lower accuracy values for quality scoring, the analytics pipe-
line outperforms a naïve method, which confirms the relevance of precision and recall. 

Table 3. Eval 2 – Ticket recommender system performance evaluation 

Type Precision Recall F-Score 

Naïve pipeline 0.667 0.713 0.689 
Analytics pipeline 0.717 0.747 0.732 

5 Discussion, Limitations, and Implications 

Our artifact provides innovative insights into how to address the challenge of data 
quality and TRS performance [2, 6]. The analytics pipeline presented as a novel 
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solution for AI-ITSM [57] in this paper is contributing to the emerging stream in data 
management literature to investigate machine learning techniques for auditing and 
curating data quality. [58]. Furthermore, we add to the research on data quality in rec-
ommendation systems [12], by revealing how the quality of ticket data affects the over-
all performance of recommendations. With our pipeline principles and reference model, 
we provide a general method and instantiation guidelines for future ticket recommender 
systems and answer the first research question. As a result, a comprehensive set of lin-
guistic features and a scoring model for the ticket documentation was derived and do-
main-specific knowledge was incorporated through topic modeling, clustering, and la-
beling. The second research question was answered by evaluating an attached recom-
mender system. Since our artifact is not based on predefined rules, it enables customi-
zability, scalability, and effortless maintenance of data enrichment in practice. Contrary 
to non-transparent word embedding methods or deep learning models, the extensive 
feature engineering approach guarantees transparency and explainability of the ticket 
quality. With our paper, we show how DSR can be successfully applied to machine 
learning projects. Machine learning artifacts are rarely developed using DSR. However, 
combining a technical and a design perspective is useful to structure and guide the de-
sign project. 

In addition to our designed DSR artifact and the application of DSR according to 
Peffers et al. [35], we codify our knowledge in a conceptual model. Reference models 
enable domain knowledge to be generalized and thus made transferable. Due to the 
generalizability, the findings are made usable for several use cases. Therefore, reference 
models enable what is an important criterion in the codification of design knowledge, 
namely the generalizability of the knowledge to be able to apply and reuse it in new 
situations. Being an abstract representation of domain knowledge, reference models 
codify prescriptive and descriptive design knowledge and facilitate the reusability of 
design knowledge [59].  

Despite the previously mentioned contributions and implications, our research 
comes with certain limitations. First of all, the performance results do not improve sig-
nificantly and should be improved. Further research could extend the feature selection 
process by more advanced feature selection techniques and consult even more rele-
vance-related features (e.g., likes, star ratings, comments, click-rate, etc.) as well as 
domain knowledge after introducing an improved recommender system in IT service 
organizations. New approaches of ensemble methods and hybrid models of word em-
beddings, linguistic features, and especially large language models remain unconsid-
ered. In addition, an evaluation with users should be conducted to validate the TRS 
performance in terms of usefulness. Additionally, within further research individual 
analysis of features and their impact on recommender performance could be conducted 
to improve data quality sustainability within IT support organizations and pave the way 
for highly performant AI-ITSM systems. Another limitation comes with the restriction 
to one case company. Testing the pipeline and applying the pipeline reference model to 
another set of IT support tickets could strengthen the here-stated results and implica-
tions. Simultaneously, further research could examine different types of machine learn-
ing mechanisms and reveal how the pipeline impacts the performance of other recom-
mendation models above a basic TF-IDF-based similarity model. 
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