WHAT SHOULD AI KNOW? INFORMATION DISCLOSURE IN HUMAN-AI COLLABORATION

Research in Progress

Izabel Cvetkovic, Universität Hamburg, Hamburg, Germany, izabel.cvetkovic@uni-hamburg.de
Sarah Oeste-Reiß, Universität Kassel, Kassel, Germany, oeste-reiss@uni-kassel.de
Nale Lehmann-Willenbrock, Universität Hamburg, Hamburg, Germany, nale.lehmann-willenbrock@uni-hamburg.de
Eva Bittner, Universität Hamburg, Hamburg, Germany, eva.bittner@uni-hamburg.de

Abstract

AI-assisted Design Thinking shows great potential for supporting collaborative creative work. To foster creative thinking processes within teams with individualized suggestions, AI has to rely on data provided by the teams. As a prerequisite, team members need to weigh their disclosure preferences against the potential benefits of AI when disclosing information. To shed light on these decisions, we identify relevant information such as emotional states or discussion arguments that design thinking teams could provide to AI to enjoy the benefits of its support. Using the privacy calculus as theoretical lens, we draft a research design to analyze user preferences for disclosing different information relevant to the service bundles that AI provides for respective information. We make explorative contributions to the body of knowledge in terms of AI use and its corresponding information disclosure. The findings are relevant for practice as they guide the design of AI that fosters information disclosure.
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1 Introduction

To remain competitive in the fast-changing technology landscape, characterized by digitization and globalization, companies must rely on novel ideas to develop innovative and profitable products, processes, and services. A promising approach in this context is Design thinking (DT) (Meinel and Leifer, 2012). It is characterized as a problem-solving approach, based on collaboration, user-centered design, and creativity (Schallmo, 2017). However, DT can incur challenges in terms of tasks, team interaction, and method-specific facilitation (Bittner et al., 2021), such as an inappropriate division of tasks, ineffective selection of methods, and destructive workshop dynamics (Seeber et al., 2020). Fast advances in Artificial Intelligence (AI) provide promising potential to cope with these challenges. AI is the science and engineering behind creating intelligent machines, particularly computer programs, which try to grasp and, to some extent, imitate human intelligence (McCarthy, 2007). Recent research outlines the possibility of supporting DT approaches with AI, for instance, by means of virtual collaborators (Siemon and Strohmann, 2021) that support human teams and facilitators in specific tasks, such as persona building (Lembcke et al., 2020). This indicates that Human-AI Collaboration in DT is a promising research avenue.

Human-AI Collaboration, i.e., Hybrid Intelligence (Dellermann et al., 2019b) is a flourishing and important research area (Bittner et al., 2019b; Dellermann et al., 2019a; Seeber et al., 2020). It combines the complementary strengths of humans and AI to achieve better performance than humans or AI could
achieve alone. Some examples of such hybrid systems can be seen in decision making practices, where AI recommends actions to human experts who are responsible for final decisions (Bansal et al., 2021). In the course of this, a benefit of AI stems from analyzing large amounts of data and giving recommendations based on insights resulting from these analyses (Cranor, 2008). The human verifies AI recommendations, and either chooses the most appropriate solution or gives feedback to the system, from which it can consequently learn and improve upon. Such feedback can be used to retrain the models to be reused in the future, or the models can be updated in real-time and output improved accordingly (Holzinger, 2016).

In any case, AI learns and improves based on data (Russell and Norvig, 1995). In Human-AI collaborative scenarios, AI can adopt the role of a teammate (Seeber et al., 2020) or a co-facilitator (Bittner and Shoury, 2019). For example, in DT approaches it would make more sense if AI made use of the data being collected during the session and present it back in a structured manner, thereby promoting creative work. AI could collect different types of information, such as emotional and cognitive states or negative utterances to moderate team dynamics. Specifically, AI could use social signals from the team to capture bad dynamics and prevent conflicts (Elshan et al., 2022).

However, problems can arise in regards to the disclosure of social signals as input for AI. Experience has shown that AI-based detection of social signals such as emotion recognition are followed by low disclosure of such information (Bailenson et al., 2006). Since the nature of this technology is psychologically invasive, privacy issues must be dealt with to the satisfaction of all persons involved in the system. On the other hand, an affect recognition system could present group members with relevant information about the group’s general emotional state. Members of a group, or a facilitator, could use this information to assess the strength of agreement or disagreement for specific positions (Salim and Yusoff, 2008). State-of-the-art products in this domain demonstrate how social signals can be leveraged to receive benefits in return. For example, MIT’s social robot TEGA tracks children’s emotions and uses this information to offer better learning assistance (Westlund et al., 2016). Therefore, AI service bundles should come with explicit benefits that human users will receive when disclosing information. Accordingly, exploratory research on user preferences and quid pro quos between disclosure risks and benefits is needed.

This work aims to identify the service bundles that an AI-based system can offer a human user in exchange for the user’s information disclosure (ID) and gather insights toward such input-output service pairs. Service bundles are combined services that offer a reward benefit for a user (Andrews et al., 2010). Important factors in human-centred AI development are human needs and preferences, as these motivate human users toward using a system. An important avenue hereby is ID (Rayo and Segal, 2010), as information creates the foundation for system recommendations (and lifelong learning systems). However, to date, little is known about human preferences to disclose information in collaborative scenarios with AI-based systems, i.e., scenarios from which they have direct, visible profit in terms of task assistance, better and faster performance, or better-quality results.

To address this research gap, this work pursues to answer the following research questions: First, we need to identify the information that humans can disclose in our specific scenario that can subsequently be used by AI. Hence, we pose the RQ 1: Which provided input from humans can be processed by AI-based systems to support them in specific tasks in creative teamwork? Inputs identified by addressing RQ 1 are different regarding the type of information they carry (e.g., emotional states or factual information), and the relevance this type might have to disclosure preferences. Therefore, we pose the RQ 2: Which information and to what extent are humans willing to disclose so that AI-based systems can support them in specific tasks in creative teamwork? Finally, in order to investigate the effect of AI service bundles to ID, we pose the RQ 3: How should the output from AI-based systems be designed to foster information disclosure in specific tasks in creative teamwork?
2 Theoretical Background

2.1 Design Thinking and Artificial Intelligence

DT is an approach that integrates various tools and techniques for collaborative problem solving (Liedtka, 2015). This method provides an appropriate use case scenario for research on Human-AI collaboration due to its characteristics (Schallmo, 2017), and its increasing relevance for creative knowledge work, such as innovation development (Meinel and Leifer, 2012). In DT approaches, a human facilitator guides the collaboration process, thereby moderating the team dynamics and fostering creativity inter alia (Bittner et al., 2021). DT is used in various industries such as software, healthcare, automotive, retail, and finance. Companies use DT approaches for a range of purposes such as more empathetic customer observations, concept generation, prototyping, and product development (Carlgren et al., 2014). A common DT process comprises five stages, namely empathizing, defining, ideating, prototyping, and testing (Brown and Katz, 2011). These are moderated throughout by human facilitators. Facilitators are responsible for the appropriate support of the teams and their challenges, as well as for the management and organization of the entire DT process: measures such as team composition and stakeholder management, process and method planning, provision of materials, documentation, and overview and transfer to the implementation of the developed ideas are tasks that require a lot of time and organization (Hjalmarsson et al., 2015). Due to the mentioned characteristics of the DT method and the high workload on facilitators, this approach could particularly profit from AI assistance (Bittner et al., 2021). Debowski et al. (2021) outline the problem areas in creativity workshops and present design principles for a virtual assistant to address these problems. Strohmann et al. (2018) demonstrate the need for AI assistance in DT and outline the requirements for such assistance in terms of conditions, characteristics, and tasks. Similarly, Bittner et al. (2021) outline the need for AI assistance in different DT areas, namely: Team Task and Process Facilitation, Team Interaction Facilitation, Facilitator Task and Process Assistance, Facilitator Interaction Assistance, and Method Specific Assistance.

Human facilitators use various types of human input to moderate DT, such as emotional and cognitive states, arguments from discussions, ideas etc. However, whenever AI is involved, the issues of ethics and data privacy arise (Manheim and Kaplan, 2018). These issues are very context-specific, i.e., some data is more sensitive, such as user behavior data, and some is more easily disclosed, e.g., demographics (Knijnenburg and Kobsa, 2013a). AI-assisted DT is in an early phase of research (Debowski et al., 2021). Research in other domains has shown that people tend to accept new technologies without worrying much about privacy if they get sufficient benefits from them (Salim and Yusoff, 2008). Furthermore, there is overwhelming evidence that people will trade personal data in exchange for services or social benefits (Pitt, 2012; Youn, 2009). However, ID also comes with perceived risks (Al-Natour et al., 2021). Notwithstanding, little is known about how people would behave with regards to ID in DT, i.e., whether they would be comfortable providing all the data to AI that they usually provide to a human facilitator. Nevertheless, the relevance of information exchange in terms of feedback and direct communication for DT is undeniable. In the proposed work, we want to tackle the team interaction space of DT, since this space most likely requires sensitive data from participants for successful teamwork facilitation.

2.2 Information Disclosure

ID refers to the extent to which users are willing to disclose certain private information, which is often perceived as an issue (Knijnenburg and Kobsa, 2013a). Giving users explicit control over the information they disclose is one way to address this issue. In this case, ID becomes a decision, which comes down to calculating the benefits and risks of making a certain decision (Knijnenburg and Kobsa, 2013b). This concept is also known as "privacy calculus" (Lauffer and Wolfe, 1977). A common example of such a cost-benefit trade-off is ID on social media. Here, users gain social benefits in exchange for information
but are also exposed to loss of privacy. The problem of privacy calculus is the intangibility of the value of privacy, its context-dependence, and uncertainty regarding privacy decisions. The latter is due to not knowing how the data will be used, i.e., missing transparency (Hirschprung et al., 2016). ID thus depends on situational and context-specific factors that directly affect the privacy calculus (Xu et al., 2008).

ID has been studied in a number of contexts such as e-commerce (Berendt et al., 2005), or social networks (Kroll and Stieglitz, 2021) through several theoretical lenses. An integrated framework of theories in privacy research (Li, 2012) lists theories most often related to this research such as social exchange theory (Thibaut and Kelley, 1959), social contract theory (Milne and Gordon, 1993), theory of reasoned action (Ajzen and Fishbein, 1980), and privacy calculus theory (Lauffer and Wolfe, 1977). For example, social exchange theory posits that people decide whether to engage in a social act based on an evaluation of interpersonal rewards and costs associated with the act. Applied to information exchange this means that when perceived benefit is higher than perceived risk, ID is more likely to happen (Chang and Heo, 2014; Li et al., 2010). Social exchange also involves trust, and cannot be reduced to simple bargaining (Masaviru, 2016). Common to most of the mentioned theories is the aforementioned cost-benefit trade-off, i.e., the privacy calculus. Hence, we choose to adopt the privacy calculus theory as our kernel theoretical lens.

ID can be affected by rewards, order of disclosure requests, justifications, and privacy indicators or statements. For example, justifications can include reasons for requesting information, benefits of disclosure, or appealing to social norms, i.e., showing that others decided to disclose the same information (Knijnenburg and Kobsa, 2013b). Privacy statements such as the TRUSTe seal increase the likeliness of disclosing information (Xu et al., 2009). Furthermore, increased system transparency has a positive effect on the disclosure of information (Patil and Kobsa, 2005; Patil and Lai, 2005). Users who have more choice over how, when and with whom components of their environment are shared can establish a better balance between awareness and privacy (Patil and Lai, 2005). Apart from privacy self-management, transparent privacy policies and privacy controls can further alleviate concerns about disclosure (Stutzman et al., 2011).

A way to encourage ID without restricting users’ freedom of choice is digital nudging (Kroll and Stieglitz, 2021). Digital nudging represents the use of user-interface design elements to shape people’s behavior in digital environments (Weinmann et al., 2016). For example, Facebook’s privacy dinosaur helps navigate complex privacy options and make choices with less overload (Kroll and Stieglitz, 2021).

The introduction of AI and its relation to data collection raises privacy concerns and increases cautious behavior. Reliable AI assistance depends on user data. For example, Netflix depends on users’ viewing history and movie ratings to provide suitable recommendations (Liao and Sundar, 2021). Usually, such services also offer an explanation that emphasizes the benefit of data disclosure. Intelligent personal assistants represent another form of AI often related to privacy concerns. For example, Manikonda et al. (2018) found that users who mute their microphones state privacy concerns as the main reason for this.

An empirical study of ID to virtual advisors investigated a number of determinants of the disclosure, such as trust, transparency, and perceived benefits and costs. The authors found that all determinants contained in their model significantly contribute to ID (Al-Natour et al., 2021). When it comes to ID to AI in the workplace, trust in the company plays another important role for weighing the risks and benefits of disclosure (Metzger, 2004). A way to influence the determinants of disclosure to AI is by using protection frameworks such as federated learning, which use decentralized data sharing techniques to preserve information privacy (Wei et al., 2020).

An example of sensitive data collection in the workplace that has been discontinued due to privacy reasons is Zoom’s attention tracker (Attendee attention tracking). Such examples call for more research in the area of privacy and motivate the question: How can we reconcile the need for massive private data collection for AI and privacy concerns? The proposed study tries to tackle an aspect of this question by gaining insight into preferences for disclosure relative to benefits received in exchange.
3 Preliminary Results and Proposed Research Approach

DT processes could profit from AI assistance in different ways. We are analyzing literature to explore this in-depth and identify the input/output space of Human-AI collaboration in DT. The main paper, from which we extend the literature analysis is "Digital Facilitation Assistance for Collaborative, Creative Design Processes" (Bittner et al., 2021).

<table>
<thead>
<tr>
<th>Team Interaction</th>
<th>Human Input</th>
<th>AI Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body language (gestures, facial expressions) (Benke et al., 2020; Bittner et al., 2021)</td>
<td>Team mood board (own suggestion); jokes and anecdotes in response to negative mood (Strohmann et al., 2018)</td>
<td></td>
</tr>
<tr>
<td>Body language (eye gaze, mimics, gestures) (Benke et al., 2020; Bittner et al., 2021)</td>
<td>Reminder to take a break; information load board (own suggestion)</td>
<td></td>
</tr>
<tr>
<td>Keywords for breaking rules (Bittner et al., 2021)</td>
<td>Reminder of the rules of creative teamwork (Bittner et al., 2021)</td>
<td></td>
</tr>
<tr>
<td>Critical or negative utterances or behavior (Bittner et al., 2021; Starostka et al., 2021)</td>
<td>Reminder to keep the DT mindset; Explanation on how to express constructive feedback (Bittner et al., 2021)</td>
<td></td>
</tr>
<tr>
<td>Speech share &amp; centrality (Bittner et al., 2021; Przybilla et al., 2019)</td>
<td>Informing about unbalanced speech shares to promote equal participation (Leimeister, 2014)</td>
<td></td>
</tr>
<tr>
<td>Results from a brainstorming session (Bittner et al., 2021)</td>
<td>Structured and clustered results presented in a dashboard (Bittner et al., 2021)</td>
<td></td>
</tr>
<tr>
<td>Calendar information (Cranshaw et al., 2017)</td>
<td>Recommended schedule for subsequent session(s) (own suggestion)</td>
<td></td>
</tr>
<tr>
<td>Transcripts of the workshop (Bittner et al., 2021)</td>
<td>Previous session(s) recap (own suggestion)</td>
<td></td>
</tr>
<tr>
<td>Data from interviews/desk research (Bittner et al., 2021)</td>
<td>Analysis report (e.g., Recommendation for core categories from interviews) (Bittner et al., 2021)</td>
<td></td>
</tr>
<tr>
<td>Stagnation (e.g., not enough ideas within 10 minutes of brainstorming) (Seeber, 2019; Strohmann et al., 2018)</td>
<td>Proactive acting - stimulus topic or motivational quote (Strohmann et al., 2018)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Examples of DT input identified in the literature and proposed AI output for each respective input

An AI-based system could support team processes by e.g., summarizing and clustering results from user, market, and problem analysis and presenting them in a more comprehensible way (Bittner et al., 2021; Lembcke et al., 2020). Furthermore, AI could assist with meeting planning and organization by retrieving calendar information (Cranshaw et al., 2017) from DT participants and suggesting suitable time slots for the subsequent sessions, or it could use transcriptions from previous sessions (Bittner et al., 2021) to create recaps during subsequent sessions.

Regarding the DT area of Team Interaction, we found even more cases where AI could meaningfully assist. For instance, by using different inputs from body language (mimics, gestures, eye gaze, facial expressions), AI could create a team mood board, based on which it could step in to lighten the mood with jokes or anecdotes, in case the mood is shifting to negative (Benke et al., 2020; Bittner et al., 2021; Strohmann et al., 2018). By analyzing eye-movement data, AI could create an information load board and suggest a break at a suitable time point (Fig. 1b). Furthermore, based on these input data, AI could identify personal characteristics of the participants in order to provide more tailored interventions when a critical situation occurs (Strohmann et al., 2018), or it could act as an Animator or Game Master that motivates the team by inducing mood-lightening recreational interventions such as games or jokes when participants get exhausted in the course of a long workshop (Bittner et al., 2021). Moreover, to foster team interaction, AI could infer team states from extracted human signals such as speech shares (Fig. 1a) and centrality (Bittner et al., 2021; Clawson et al., 1993; Leimeister, 2014; Strohmann et al., 2018), critical or negative utterances or behavior (Bittner et al., 2021), and even a lack thereof, in which case it could act proactively by providing a stimulus topic or a motivational quote (Strohmann et al., 2018).
Apart from Team Facilitation, AI could also serve as Facilitator Assistance and Method Specific Assistance. In the former case, AI could support both process and interaction facilitation. For example, by analyzing personal profiles of participants, AI could foster team building by employing an unbiased composition of teams, e.g., with sufficient diversity (Bittner et al., 2021; Cautela et al., 2019; Xiao et al., 2019). On the interaction side, AI could use mood indicators to alert a human DT facilitator about negative team dynamics (Bittner et al., 2021; Elshan et al., 2022; Leimeister, 2014).

Examples of Method Specific Assistance can be demonstrated on the Ideation Method. Here, an AI could build upon ideas from participants to support them in various ways, e.g., it could provide individual feedback and inspiration for further ideas (Przybilla et al., 2019; Strohmann et al., 2017), or it could assist by creating an idea database, structuring and rating ideas by similarity, problem to be solved, and innovativeness of the idea (Bittner et al., 2019a, 2021; Ulrich, 2018; Voigt, 2014). Additionally, AI could build upon ideas to create recommendation templates for sketches or other forms of visualization, such as movies or physical modeling through materials such as cardboard (Bittner et al., 2021; Voigt, 2014).

Figure 1: Examples of possible AI outputs for different inputs: a) Unbalanced speech shares. b) Increased cognitive load. c) Breaking rules of creative teamwork.

In light of the findings from the literature, we contend that the AI output design affects the privacy calculus and, thus, ID. Specifically, we hypothesise that H1: AI Output perceived as beneficial leads to higher willingness to disclose particular information; H2: AI Output perceived as risky regarding loss of privacy leads to lower willingness to disclose particular information. To address our research questions, an online experiment employing a vignette method will be conducted. To answer the main research question, i.e., RQ 2: "Which information and to what extent are humans willing to disclose so that AI-based systems can support them in specific tasks in creative teamwork?", we will measure ID as an ordinal variable on a 5-point likert scale by asking participants how likely they are to disclose particular information. Independent variables hereby are input content (see examples in Table 1) and for each input the AI output design in terms of recipient, content, and representation. To address our research hypotheses, for each output design perceived benefit and perceived risk of the design will be measured. For each input, we will ask to what extent participants would disclose it, after presenting different AI output designs in terms of recipients and representation. Table 2 provides an overview of the levels of the independent variables.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>Recipient</td>
<td>Content</td>
</tr>
<tr>
<td>Body language</td>
<td>Team</td>
<td>Reminder</td>
</tr>
<tr>
<td>Speech shares</td>
<td>Individual</td>
<td>Dashboard</td>
</tr>
<tr>
<td>Negative utterances</td>
<td></td>
<td>Animation</td>
</tr>
<tr>
<td>Keywords for breaking rules</td>
<td></td>
<td>Explanation</td>
</tr>
</tbody>
</table>

Table 2: Levels of independent variables. Input and output content is not exhaustive.
We will further analyze the impact of AI output in terms of recipient and representation on ID. To test the hypotheses, we will perform linear regression analyses and corresponding post-hoc tests. Moreover, we will employ the analysis of covariance to test whether different information leads to different disclosure preferences.

The experiment will employ a vignette-based method, which is a proven effective and economical method to assess behaviours, attitudes and intentions. Furthermore, it is a suitable method for exploring sensitive topics, such as ID (Aguinis and Bradley, 2014; Karren and Barringer, 2002). Vignette method employs imagined scenarios, in our case AI is working together with human teams on a task, using the respective inputs as a way to foster task performance and team interaction, as this is the area of potentially meaningful AI assistance in DT with major ID prerequisites. The design of the scenario will be informed via literature review. After presenting each vignette (one vignette corresponding to one AI output design option for one input), participants will be asked to what extent they would disclose certain information to enjoy the benefits of this specific AI assistance. Some vignettes will serve as a reward nudge for ID and will employ principles of transparent AI, such as meaningful explanations that accurately reflect the system’s process and emphasize that the system only operates under the conditions for which it was designed (Phillips et al., 2020). These will ensure the delivery of proper explanations for data usage and foster trust. Participants will also be able to select why they would choose not to disclose certain information. An open-end question will be provided to account for factors for non-disclosure not identified in the literature. We will collect further qualitative data regarding participants’ suggestions about the possible solutions that could lead to increased disclosure intention.

AI output will vary in terms of content, recipient, and representation. Content can be, e.g., a reminder to follow DT rules (see Fig. 1c), or a joke in response to a negative mood. Participants will choose, whether they would rather accept such output provided to the entire team or only in private. The output representation will vary in terms of transparency and anonymity. Three design options will be presented for each input content and recipient: non-transparent, transparent and anonymized, and transparent and non-anonymized (Fig. 2). The assumption hereby is that different output designs lead to different disclosure preferences in terms of recipients. Due to possible differences in perceived risks and benefits of ID in teams vs. in private, we hypothesize that, e.g., a pie chart with speech shares might rather be received only personally, in an anonymized form, but a suggestion for a break based on a summated information load board might be more beneficial when presented to a whole team. However, we are not locking in assumptions, and aim to derive specific hypotheses for each output in the following stages of this research.

Figure 2: Example of the experimental material. a) Non-transparent output. b) Transparent and non-anonymized output. c) Transparent and anonymized output.

Figure 2 illustrates an example of the experimental material. Here, speech shares of participants are shown by AI, with a hint to keep the speech shares as equal as possible, since this is a very important principle
for successful DT practices. Three design options are considered: in the first one (Fig. 2a) only a hint to equalize talk times is shown. There is no transparency, as participants do not know which input AI used to provide them with this information; in the second variant (Fig. 2b) talk time is shown together with the names of corresponding participants. This is a transparent and non-anonymized representation of output. The pie chart depicts what information (talk time) AI used for this output, thus ensuring transparency. This output is non-anonymized since the chart also displays the names of the participants. The third option (Fig. 2c) only shows that talk time is unequal between participants, without exposing any names. Therefore, this output representation is both transparent and anonymized. The potential design space for AI output is immense, ranging from minimal cues to complex dashboards. We aim to further refine our design space by evaluating results of the proposed study while also continuously supplementing the theoretically guided part by studying current literature.

The experiment will be performed with workers and/or students who have already participated in DT workshops, in order to ensure their understanding of the scenario as well as an understanding of challenges of DT and possible benefits of AI assistance. Due to differences in privacy concerns regarding gender and age (Knijnenburg and Kobsa, 2013a) we aim for a balanced sample, in order to control for these variables in subsequent analyses.

4 Expected Contribution and Conclusion

AI-assisted DT shows great potential for supporting collaborative creative work. Important challenges en route to human-centered AI design for Human-AI collaboration concern ID and ethical data usage. By conducting our study, we plan on contributing to this research stream, in both theoretical and practical terms.

First, the study contributes to the knowledge base by identifying relevant human inputs in DT that could potentially be used by AI to support DT sessions as a teammate or (co-)facilitator. Furthermore, for each identified input, we specify a corresponding AI output, which maximizes the value of the respective input to support teamwork in DT. In doing so, we expect to gain a better understanding of privacy calculus in the given context as well as derive design guidelines for transparent AI that fosters ID and helps to create value in collaborative creative work. By gaining insights about our initial hypotheses we expect to derive more specific hypotheses matched to specific input-output pairs in further iterations. Moreover, we hope to inspire researchers in other areas of AI research to conduct groundwork on AI service bundles for particular inputs, while taking in regard privacy preferences.

Our main findings are expected to contribute to the privacy research in Human-AI collaboration, in terms of information types and respective levels of ID for each type. Beyond that, we expect to gain insights into factors related to disclosure, which we will explore via different AI output designs by directly asking study participants about the reasons for their non-disclosure and further suggestions. The study shall thus identify reasons for non-disclosure, such as trust, risk, and disclosure benefits, and strengthen both theoretical and design knowledge about ID. Additionally, by examining ID in terms of AI output recipient, we expect to shed light on differences and similarities of ID in teams vs. in private. Since many determinants of ID are shared across different use cases, we expect to contribute with transferable knowledge by validating these determinants empirically. In addition, perspective development of design patterns shall generalize the findings beyond the specific use case to similar domains.

Limitations of our proposed study include testing only high-level hypotheses within a rather simplistic research model. We plan to address these by drafting a comprehensive research model including various other relevant determinants of ID such as trust and perceived control and analyze it via structural equation modelling. Moreover, we also plan on considering differences in determinants of disclosure in private vs in team and, if necessary, draft separate research models accordingly. Further, just as every method, vignette method comes with its limitations. Finally, measuring intention to disclose comes with a risk of underestimating the privacy paradox, i.e., that in some cases intention to disclose does not correspond to the actual disclosure behavior.
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