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Abstract  

Designing for system trustworthiness promises to address challenges of opaqueness and uncertainty 

introduced through Machine Learning (ML)-based systems by allowing users to understand and 

interpret systems’ underlying working mechanisms. However, empirical exploration of trustworthiness 

measures and their effectiveness is scarce and inconclusive. We investigated how varying model 

confidence (70% versus 90%) and making confidence levels transparent to the user (explanatory 

statement versus no explanatory statement) may influence perceptions of trust and performance in an 

information retrieval task assisted by a conversational system. In a field experiment with 104 users, 

our findings indicate that neither model confidence nor transparency seem to impact trust in the 

conversational system. However, users’ task performance is positively influenced by both 

transparency and trust in the system. While this study considers the complex interplay of system 

trustworthiness, trust, and subsequent behavioral outcomes, our results call into question the relation 

between system trustworthiness and user trust.  

Keywords: Trust, Trustworthiness, Transparency, Machine Learning, Information Retrieval, 

Pedagogical Conversational Agents. 

1 Introduction 

Conversational systems have become a ubiquitous part of everyday life and are increasingly deployed 

for use in large-scale personal and social settings, e.g., to assist with daily tasks or to inform decision-

making (Meshram et al., 2021; Stieglitz et al., 2021; Zhou et al., 2015). Despite their potential, 

challenges commonly arising in the context of such systems include user acceptance, as well as system 

mis- and disuse (Saddarizadeh et al., 2017; Zhou and Chen, 2018). An explanation for the 

amplification of such challenges can be traced back to the very nature of Machine Learning (ML)-

based systems which are marked by opaqueness, complexity, and uncertainty introduced by, i.e., input 

data and the nature of statistical prediction models (Hamon et al., 2022; Miller, 2019; Zhou and Chen, 

2018).  

This is where the importance of trust comes into play since “[t]rust is an important mechanism for 

coping with the cognitive complexity that accompanies increasingly sophisticated technology” (Lee 

and See, 2004). Trust not only helps explain how humans deal with system-accompanying uncertainty, 

yet is fundamental to the design of such systems as it is tightly linked to the acceptance and enjoyment 

of interacting with the system (Gefen and Straub, 2004). In that sense, trust can directly affect people’s 

willingness to interact, their involvement with the interaction, and their willingness to rely on 

information provided by a conversational system (Conrad et al., 2015; Pickard et al., 2016; Schuetzler 
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et al., 2018). For systems’ most effective use, however, users must trust respective systems 

appropriately, often also referred to as trust calibration (Lee and See, 2004). For instance, students 

might blindly follow the recommendations of an erroneous learning system, ultimately impeding the 

learning process and outcomes. Next to ethical ramifications, trust misalignment is detrimental to the 

user and can be costly and harmful on organizational scale (Hidalgo et al., 2021). As the previous 

example illustrates, simply enhancing user trust is not desirable as users might be persuaded to over-

trust the system (Zhang et al., 2020). More so, in educational and information retrieval settings, the 

user usually has a stake in receiving accurate, if not, any information provided by the system 

(Kratzwald and Feuerriegel, 2019). 

Research in the field of information systems (IS) and Human Computer Interaction (HCI) has 

extensively explored trust in conversational systems in light of social cues, i.e., anthropomorphization 

of the appearance or conversational style, contributing to understand which noticeable cues of 

conversational systems ultimately influence users’ perception and behavior (Araujo, 2018; Knote et 

al., 2021). However, conversational systems mimicking human features can cloud users’ 

understanding of these systems being non-human and obscure privacy-related risk, thus potentially 

leading to overtrust (Aroyo et al., 2021; Puranam & Vanneste, 2021). In addition, taking into 

consideration the increasingly complex, opaque, and unpredictable nature of such systems, researchers 

have urged to explore trust more extensively as a function of system performance. In fact, “[t]rust […] 

has been shown to be a key mitigating factor in system use/disuse […] and importantly, […] subject to 

the user’s perception of system performance.” (Yu et al., 2016). 

A promising way to address the beforementioned challenges and enhance system trustworthiness is to 

communicate model confidence or reliability rates (Bansal et al., 2019). By making the system’s 

functioning and underlying model transparent to the user, uncertainty around the system design and 

users’ sensemaking process could be facilitated. Researchers have started to investigate transparency 

as a means of trust calibration in crowdwork (Logg et al., 2019) or healthcare (Jussupow et al., 2021), 

yet oftentimes only regard perceptual or hypothetical behavioral outcomes. More so, mixed results 

have been found regarding the effectiveness of transparency statements in fostering user trust (Kästner 

et al., 2021). Little is known about how ML-based IS perform in learning and decision-making 

contexts. Current trust literature falls short on exploring how system trustworthiness not only affects 

user trust yet also behavioral interaction outcomes, i.e., task performance, and how to differentiate 

these two. The relation between the implementation of design features contributing to system 

trustworthiness and the desired implications of such features is not as straightforward (Jacovi et al., 

2021). This study aims to provide empirical evidence on how transparency statements on a 

conversational system’s confidence influence trust and subsequent task performance in the context of 

an information retrieval task. We seek to address the outlined objectives by answering the following 

research questions (RQs):  

RQ1: What is the effect of transparency statements on user trust and task performance? 

RQ2: How do varied confidence rates of a trained conversational system alter the effects of such 

transparency statements? 

To answer our research questions, we conducted a 2x2 between-subject experiment to test whether 

transparency statements on system confidence (explanatory statement versus no explanatory 

statement) and system confidence (70% versus 90% intent modelling confidence) result in higher 

levels of trust and subsequent performance. We deployed the manipulations in four instantiations of a 

trained, pre-tested conversational system. In the context of a graduate university course, participants 

interacted with the system to retrieve course-relevant information and to answer course-related 

questions. We found that performance in the information retrieval task was positively influenced by 

participants being exposed to the transparency statements, as well as by higher levels of trust. 

However, we did not find a significant effect of transparency on trust nor a moderating effect of 

varying system confidence. Our results do not find support for the notion that measures of system 

trustworthiness, i.e., transparency or improving system confidence, necessarily lead to increased user 

trust. Nevertheless, both transparency and users’ trust in the system seem to have an impact on 



Schmitt et al. / Transparency, Trust and Task Performance 

Thirtieth European Conference on Information Systems (ECIS 2022), Timisoara, Romania 3 

behavioral outcomes of the interaction, namely task performance. Our research contributes to the 

understanding of the relation between system trustworthiness and trust, as well as the relation between 

trust and subsequent behavioral outcomes.  

2 Conceptual Background and Hypotheses Development 

In the following, we review a task-specific class of conversational systems and lay out relevant work 

related to the importance of trust in conversational systems, the notion of system trustworthiness, as 

well as transparency statements and reliability rates as means of trustworthiness.  

2.1 Conversational Systems for Information Retrieval Tasks 

Conversational systems present a particular type of ML-based IS, distinguishing themselves through a 

dialogue-based interaction via text or speech (Pfeuffer et al., 2019; Rubin et al., 2010). Through 

Natural Language Processing (NLP), conversational systems can identify and respond to user intents 

(Shawar and Atwell, 2005). While commercially available conversational systems such as Amazon’s 

Alexa assist with daily tasks and general information requests, such systems and their capabilities can 

also be implemented in domain-specific contexts (Knote et al., 2021). In fact, conversational systems 

are to be found in a variety of domains, finding application in frontline service applications such as 

customer retention management (Mozafari et al., 2021), healthcare (Wienrich et al., 2021), assistance 

in reading comprehension tasks (Schmitt et al., 2021) and problem-solving support in educational 

scenarios (Winkler et al., 2021).  

When turning towards traditional question-answering systems deployed in educational and learning 

settings, the sophisticated interaction quality of conversational systems promises to provide more 

precise and personalized feedback to learners’ requests (Wambsganss et al., 2021b). In fact, 

conversational systems allow users to retrieve relevant information in a simple, effective and adaptive 

manner (Kratzwald and Feuerriegel, 2019). While the impact of pedagogical conversational systems 

on certain perceptual and behavioral outcomes, including learning-related measures and performance, 

have been studied (Weber et al., 2021), trust measures have been only scarcely investigated in the 

educational domain and for information retrieval task despite learning scenarios presenting trust-

relevant contexts where costs of system error are high, and decision outcomes are important to the 

individual user (Wollny et al., 2021). 

2.2 Trust in Conversational Systems and Trust-Related Behavior 

According to established trust theories and conceptualizations, we speak of a trust-relevant context in 

light of the possibility of a disadvantageous or undesirable event to the trustor (Gambetta, 1988; 

Rousseau et al., 1998). Trust itself is a cognitive reaction to reduce complexity, although undesirable 

outcomes are possible (Mayer et al., 1995). Per se, this definition implies that trust lies with the user 

and is a perceptual attitude the user holds towards a system (Kästner et al., 2021). More so, a context 

of trust requires consideration of alternatives and a choice by the trustor, which ultimately results in 

him or her choosing one action over the other (Luhmann, 2000). In the context of conversational 

systems, users presume a favorable behavior of the system despite the uncertainty of the system 

providing erroneous or unfavorable output (i.e., providing incorrect information, giving no answer at 

all).  

Extant literature argues trust to be viewed as a second-order construct, and thus as an antecedent or 

even prerequisite for effective and sustainable system adoption and use (McKnight et al., 2011; Turel 

and Gefen, 2013). As a result, trust-related behavioral outcomes are important to understand how 

attitudes of trust translate into subsequent behavior. Söllner (2020), for instance, find that higher levels 

of trust in a decision support system lead to increased system usage and reliance on such systems. Ou 

et al. (2014) demonstrate that in the context of an online marketplace buyers’ trust positively 

influences subsequent repurchases from sellers. In a similar vein, multiple studies have found a 

positive influence of trust on intentions to use and accept AI-based systems (Glikson and Woolley, 
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2020). For conversational systems and the educational domain specifically, however, little is known if 

and how trust in the system matters for learning-related outcomes. 

Beyond the conceptual relation between trust and trust-related behavior, behavioral outcome variables 

offer the opportunity to contribute more profoundly to an empirical understanding and theory finding 

as such behavior can be objectively quantified and measured, i.e., through log data or measurable task 

outcomes (Hulland and Houston, 2021). Lee and See’s (2002) conceptual framework for trust 

calibration provides a theoretical distinction between trust and subsequent, distinct behavioral 

outcomes. Most literature focuses on self-reported measures of trust (Kohn et al., 2021). In the best 

cases, these measures explore the underlying cognitive processes of user trust, in the worst cases, these 

measures do not provide a clear delineation of what specifically the term “trust” means in the context 

of their research. In both cases, however, there is a lacking differentiation between trust as a cognitive, 

self-reported construct and subsequent, potentially trust-related behavior. Studies that consider 

subsequent behavioral outcomes mostly focus on intentional variables such as intention to use or 

acceptance and reliance on such systems (Lane et al., 2016; Wang and Benbasat, 2005). So far, little 

research has investigated task outcome- and performance-related behavioral outcomes. In the context 

of our study context, performing well in the information retrieval task represents an important goal of 

the interaction. Based on findings from previous studies exploring the effect of trust on subsequent 

behavioral outcomes (Gefen and Straub, 2004; Pavlou and Gefen, 2004; Ou et al., 2014; Söllner, 

2020), we pose the following hypothesis: 

H1: Greater levels of user trust in the conversational system have a positive effect on task 

performance. 

2.3 Transparency Statements and System Reliability as Means of System 
Trustworthiness 

A crucial third dimension around trust next to user trust and trust-related behavior is system 

trustworthiness (Jacovi et al., 2021; Kästner et al., 2021; Lee and See, 2004). Trustworthiness 

encompasses external dimensions that lie with the trustee, in our case the conversational system. 

Causes or attributes of the trustee can influence previously mentioned cognitive processes of user 

trust. Measures for designing for system trustworthiness have been extensively studied in the HCI 

literature (Karsenty and Botherel, 2005; Yin et al., 2019; Zhang et al., 2020b). In light of ongoing 

advances and the unintended implications of ML-based systems, various institutions have proposed a 

set of guidelines on to increase system trustworthiness (Independent High-Level Expert Group on 

Artificial Intelligence, 2019). These include but are not limited to technical design mechanisms such 

as technical robustness and safety, as well as conversational design mechanisms such as transparency 

around system capabilities, limitations, and levels of accuracy.  

2.3.1 Conversational Systems and Transparency  

In the discussion around trust calibration, various researchers such as Hoffman et al. (2018) have 

pointed towards “[…] a need to explain […] so that users and decision makers can develop appropriate 

trust […].” In that sense, making elements such as overall system confidence or insights into 

underlying ML models transparent to the user can act as a means to help users distinguish cases they 

can trust from those they should not. Transparency measures, i.e., providing information about the 

accuracy and reliability rates of a system, are commonly brought up (Zhang et al., 2020). Different 

types of information can be provided to make transparent the inner workings of ML-based systems.  

Various studies have investigated the effect of providing cues about the kind of information analyzed 

by the algorithm yet showing mixed results regarding their effectiveness (Langer et al., 2018; Langer 

and Landers, 2021; Newman et al., 2020). In an online learning context, a study by Kizilcec (2016) 

even shows that providing too much information on an algorithmic interface can eliminate trust. The 

effect of transparency statements on user perceptions is not as straightforward as some studies suggest 

a negative effect of making a system’s performance transparent to the user (Castelo et al., 2019) while 

other studies suggest the opposite (Nagulendra and Vassileva, 2016; Yeomans et al., 2019). Early 
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research on recommender systems illustrates that transparency measures positively affect user trust, 

acceptance and satisfaction (Herlocker et al., 2000; Kulesza et al., 2013; Sinha and Swearingen, 2002). 

A more recent study illustrates that making transparent an algorithm’s self-improving nature led users 

to rely more heavily on the algorithm’s provided information as part of a judgment task (Berger et al., 

2021). Despite a lack of established core findings on transparency, transparency measures directed at 

the user are claimed to “build a sense of trust in the technology” (Felzmann et al., 2021, p. 5). We 

hence expect transparency statements on our systems’ confidence to reduce opaqueness around the 

functioning of our conversational system. We, therefore, hypothesize that: 

H2: Transparency statements on a conversational system’s intent modelling confidence lead to 

enhanced user trust in the conversational system. 

2.3.2 Conversational Systems and Their Technical Reliability  

Most current studies have explored systems’ technical accuracy or reliability as a function of correct 

versus incorrect advice. In the realm of algorithmic aversion, erroneous advice has been named as a 

key factor for decreased trust in AI-based systems (Yin et al., 2019; Yu et al., 2016; Zhang et al., 

2020). Based on the assumption that humans desire perfect predictions, coined as the perfection 

schema, errors are perceived as particularly negative (Dawes, 1979). Extant research has found that 

users overestimate perceived error rates of systems (Dzindolet et al., 2002; Hoff and Bashir, 2015) and 

small mistakes made by AI-based systems already lead to a significant decrease in trust (Dietvorst et 

al., 2015). Interestingly, individual studies demonstrate that erroneous recommendations can also 

positively affect trust-related behavioral outcomes (Liel and Zalmanson, 2020). 

While research around erroneous algorithmic advice and algorithmic aversion provides insights into 

how suboptimal system performance affects user trust and subsequent behavior, performance of 

algorithms is usually compared to humans (Bigman and Gray, 2018). In the context of visual detection 

trials, Madhavan and Wiegmann (2004), for instance, deploy an algorithm of 70% actual reliability, 

yet explore the effect of framing this algorithm as a novice or as a human expert. They find that 

decision makers do not know about actual algorithm performance and thus assess the performance 

subjectively. Extant reviews find inconsistent effects of algorithm performance and call for further 

testing, for instance, by making users aware of actual reliability rates (Jussupow et al., 2020).  

More so, the nature of contemporary IS trained on predictive ML models require a more nuanced 

understanding of system performance. While accuracy provides a measurement describing the 

systematic error of a classification model over a certain distribution, the confidence level for a single 

case prediction might be interesting to consider when turning towards conversational modelling and its 

effect on user perception. Yu et al. (2019) considered different levels of system accuracy, exploring 

user interaction with an automation system at 10%, 20%, 30%,… up to 100% system accuracy. They 

found that the threshold for a certain level of user trust is at 70% system accuracy. Beyond their study, 

however, extant literature has rarely explored the effect of varying the threshold of confidence levels 

for single predictions of AI-based systems and their effects on user perceptions of trust and subsequent 

related behavior.  

We view the variation of the intent modelling confidence as a technical design feature that allows us to 

influence the interaction of the user with the conversational system. More specifically, the system can 

be trained on various intent modelling confidences which represent a barrier to providing an answer to 

user intents. Lower confidence leads to more wrongly classified answers, however, there are fewer 

errors in the intent recognition overall since the system is providing answers for user requests where 

model confidence is low. On the other hand, higher confidences lead to more correctly classified 

answers, yet also a potentially more conservative provision of answers (Bird et al., 2009). According 

to Yu et al. (2019), 70% system accuracy of an AI-based system represents the threshold of user trust. 

Beyond their paper exploring system accuracy in the context of a decision-making task in a factory 

setting, little have researchers explored system performance as a function of accuracy or confidence 

levels. Jussupow et al. (2021) refer to 90% algorithmic accuracy as a usually accepted accuracy in the 

context of medical diagnosis decision making. In the context of conversational systems such as 
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chatbots, confidence levels depend on the size and quality of the training data for each intent. 

Gapanyuk et al.’s (2018) question-answering chatbot relies on a 85% confidence level threshold. In a 

comparable educational context where a chatbot is deployed to respond to college students’ enquiries, 

Meshram et al. (2021) arrive at average confidence scores between 0.98 and 0.99. In the development 

process of a chatbot for helping users learn to code, Ilić et al. (2020) present three analyzed 

frameworks which exhibit confidence levels ranging from 81% to 100% on the training set. We thus 

assume that 90% is an acceptable and reliable confidence level in the context of an educational 

information retrieval task. While domain- and context-specific studies of acceptable accuracy levels 

give us an indication of reliable confidence levels, there is no straightforward understanding of how 

different intent modelling confidences will exactly perform and subsequently affect user perceptions 

and behavior in our study context. Yet we expect that system statements making transparent the 

overall intent modelling confidence of the agent will decrease users’ trust in the agent if this system 

confidence is lower (70%) as opposed to higher (90%). Hence, we hypothesize the following:  

H3: Positive effects of transparency statements are decreased under conditions of lower overall 

system confidence. 

 

Figure 1. Conceptual research model. 

3 Research Methodology 

To explore the effects of 1) actual intent modelling system confidence and 2) transparency on a 

conversational system’s actual confidence on user trust and task performance, we conducted a field 

experiment in the realm of an information retrieval task. A 2 (70% versus 90% system confidence) x 2 

(explanatory statement versus no explanatory statement) between-subject design resulted in four 

treatments participants were randomly assigned to. For the conversational system, we developed, 

manipulated, and implemented a probabilistic, intent-based conversation structure.  

3.1 Experimental Design and Procedure 

We tested our hypotheses in the context of a university course. Before the start of the course and 

lectures, we provided students access to the conversational system to allow them to familiarize 

themselves with the course content and structure. The use of the conversational system was advertised 

as an alternative to traditional FAQ documents students usually receive to inform themselves about 

course-relevant information such as deadlines, deliverables, and used tools. Our experimental setup 

thus provided a field setting as part of which participation was voluntary. Setup and execution of the 

experiment were closely aligned and communicated with the lecturer of the course. In addition, we 

ensured that participation, as well as data shared and stored for the experiment were in line with the 

ethical standards and privacy guidelines of the university. As part of the interaction, students were 

provided six multiple choice (i.e., “What happens if I miss the first deadline for the feedback 

assignment?”) and two open-ended questions (i.e., “What course deliverables are graded? Please 

provide an overview of all deliverables and what they contain.”) on course-related matters. The 

experiment followed the sequence of 1) a pre-test phase, 2) an experiment phase, and 3) a post-test 

phase. As part of the overall study and experiment survey, we referred to the term chatbot instead of 
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conversational system. A chatbot is a specific, text-based instantiation of a conversational system and 

we believed students to be more familiar with this term (Shawar and Atwell, 2005). While the pre- and 

post-test phases remained stable across treatment groups, the experiment phase, including the 

interaction with the conversational system, varied across conditions according to our confidence and 

transparency manipulations. 

Pre-Test: Participants were first informed about the aim of the overall study and the deployment of 

the system in the realm of the university course. They were incentivized to partake in the study and to 

perform well in the information retrieval task by raffling consumption vouchers to the university shop 

among the participants performing best in the information retrieval task. As part of 14 pre-survey 

questions, we collected control items and conducted an attention check.  

Experiment: As part of the experiment phase, we presented students a number of simple questions on 

the course content and structure, as well as a link to the conversational system. We asked students to 

interact with the system in order to retrieve necessary information required to answer the presented 

course questions. The control group (CG) interacted with a conversational system of 90% system 

confidence, not disclosing any transparency on the confidence levels. Treatment group (TG) 1 used a 

system with 70% system confidence and no transparency statements, whereas TG2 and TG3 both 

exhibited transparency statements on the respective 70% or 90% overall system confidence.  

Post-Test: The study concluded with a post-experiment questionnaire of 16 items as part of which we 

collected self-reported, perceptual outcome variables, open-ended questions on the interaction, 

additional control variables, and demographics. 

 

Figure 2. Experimental procedure. 

3.2 Design and Manipulation of a Conversational System for Information 
Retrieval 

As part of our experiment, participants interacted with a text-based system and were randomly 

assigned to one of four instantiations thereof. More specifically, the conversational system provided 

answers of either 70% or 90% overall confidence and statements making transparent its confidence 

levels. The four instantiations of the system were built based on the same backend and ML-model 

trained on over 70 intents on course content and structure. As a result, all four conversational systems 

were able to provide adaptive and personalized answers to the user.  

In order to implement our system confidence manipulation, the conversational system was trained on 

either 70% or 90% system confidence. As Bird et al. (2009) mention, 80% accuracy in the prediction 

of text-based labels is often a good rule-of-thumb for a threshold for an embedding in real-life 

scenarios. With our study we aimed to explore the impact of different confidence levels (relatively low 

versus relatively high) on user trust and behavior. Working with a trained ML-based system, we 

cannot predict actual performance in the field. However, by setting a confidence level difference of 

20%, we are convinced to ensure a perceivable difference between a “low” and “high” performance of 

the conversational system.  

Regarding the transparency manipulation, we integrated transparency statements into the answers of 

the respective system. We placed transparency statements 1) at the beginning of the interaction where 

the conversational system introduced itself, 2) at the end of every extensive answer on course-related 

questions, as well as 3) in recovery statements when the system did not know what to reply. 
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Transparency statements varied in length, and as the conversational system initiated the interaction, 

participants were exposed to at very least one transparency statement. Doing so, we ensured that a user 

would encounter transparency statements multiple times throughout the interaction. 

Interaction flow, communication style, and appearance of the system were developed in a precedent 

step based on a literature review on human-computer interaction and educational technology, as well 

as thirteen user interviews. Based on our findings from literature and the user interviews, we designed 

a novel conversational system for educational settings (Wambsganss et al., 2021a). For the adaptive 

back-end functionality of our conversational system, we utilized a combination of different NLP- and 

ML-based techniques. In general, the system is built as a web app in HTML5 with CSS and 

JavaScript. The front end is connected to a python script that a) processes incoming user intents and b) 

provides predefined answers based on the incoming classifications. For the conversational interaction, 

we modelled 70 intents, including an introduction, frequently asked questions, and casual dialogue. 

The intents were then trained based on a “Naive Bayes classifier” in combination with semantic 

similarity matching. The conversational back end was implemented utilizing the frameworks 

chatterbot and spacy. The test-based conversational system Hermine was tested and evaluated in a pre-

study with 45 students (Wambsganss et al., 2021a). By keeping appearance (i.e., agent avatar, 

corporate identity), navigation (i.e., help button), language (i.e., colloquial and personalized), and 

layout (i.e., device-agnostic) constant across conditions, we ensured that the effects could be explained 

due to conducted manipulations. 

 

Figure 3. Conversational system without versus with transparency statements. 

3.3 Measures 

Our key measures include both perceptual and behavioral outcome variables on individual-user basis. 

Regarding self-reported variables. We measured trust in the system with three items (scale adapted 

from (McKnight et al., 2020), sample item: “For information on the course content and structure, I feel 

I can depend on the CA”; 7-point scale, from 1: “Strongly Disagree” to 7: “Strongly Agree”, αTrust= 

.87). We measured multiple control variables in both the pre- and post-experimental questionnaire, 

including participants’ trusting disposition (Gefen and Straub, 2004), Big Five personality constructs 

(Rammstedt and John, 2007), and algorithmic familiarity (scale adapted from Johnson and Russo, 

1984). 

The measurement of our behavioral dependent variables was part of the information retrieval task in 

our experiment. The MC questions offered four to five pre-defined answer options, with one of them 

being correct. As a result, individual answer correctness for the six MC questions was measured as 

either correct (1) or incorrect (0). This grading was conducted for each MC question. In a subsequent 

Hermine

Hello, I am Hermine the HelpBot and I am happy to answer your questions

reagrding the class. I am currently in training, but I will do my best to help you! 

You can either enter a question in the text field below or navigate through the

course content using the buttons below.

Classes Dates Tools Group Project Exam

Here you can find all relevant information regarding the exam. Below the

individual subcategories, you can find answers to the most frequently asked

questions. If your question is not there, just type it in the text box below.

Exam

Help

Enter your message here…

Hermine

Hermine

Hermine

Hello, I am Hermine the HelpBot and I am happy to answer your questions

reagrding the class. I am currently in training, but I will do my best to help you! 

My answers are based on a model previously tested on a large dataset of 

lecture content and possible questions. My system confidence is 90%. That is, 

although my confidence is high, I may not always give you correct answers.

You can either enter a question in the text field below or navigate through the

course content using the buttons below.

Classes Dates Tools Group Project Exam

Here you can find all relevant information regarding the exam. Below the

individual subcategories, you can find answers to the most frequently asked

questions. I was tested on a large dataset of content. My system confidence is 

90%. If your question is not there, just type it in the text box below.

Exam

Help

Enter your message here…

Hermine

Hermine
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step, an overall performance score for the MC questions was calculated for each datapoint, summing 

the results for the six questions (range: 0-6, 6 = highest). Regarding the O-E course questions, we 

applied the following grading scheme in correspondence with the lecture and course representative to 

assess the performance of the students: Our grading scheme exhibited four gradation levels (1) 

Completely correct, 2) Correct, yet missing information, 3) Partially correct, partially incorrect, 4) 

Completely incorrect) according to which we assessed the accuracy and completeness of each answer 

provided to the O-E questions. Participants were not limited in the content and the amount of their 

answers. Necessary keywords as well as a first classification of exemplary answers were developed by 

a first annotator. In a second step, a second annotator classified the same selected answers and 

provided a revised selection of keywords and a grading scheme. Upon agreement, the second 

annotator proceeded to grade all open-ended questions independently. Answers only received a 

maximum of four points when all keywords and a sufficient explanation for each were given. One 

point was deducted when no full explanation was given, yet all keywords were mentioned. If 

keywords were missing or explanations were substantially lacking, the answer was graded with two 

points. Any answer less than that received one point. Similar to the procedure for the MC questions, 

we calculated an overall performance score for the two O-E questions for each datapoint (range: 1 – 8, 

8 = highest). The overall task performance score represented the sum of the grade of both the MC and 

the O-E score. 

3.4 Data Collection and Cleaning  

We collected data as part of a pool of graduate students of a particular university course. As over 160 

students were enrolled in the course, an important consideration before the data collection was 

whether a sufficient number of datapoints per cell to observe relatively stable effect sizes could be 

ensured. An a priori power analysis based on simulations in R for the 2x2 between-subject ANOVA 

design (thus, u = 4), given a large effect size (f = 0.4), common significance level (0.05), and power of 

test (0.80) suggests at least 18 (n = 18.043) datapoints in each treatment group. 

We distributed our survey before the start of the course, advertising the conversational agent to be 

deployed as an informative tool and replacing a simple FAQ document. A total of 121 participants 

fully completed the study. To ensure attentive participation, students were incentivized by raffling gift 

vouchers to the university shop among the participants with the most correct answers to the questions 

of the information retrieval task. The voluntary participation represents a potential boundary of our 

study, as we expected only students who are generally motivated to better understand the course and 

who are curious about novel technology to partake in our study. We attempted to alleviate this 

limitation by making no other course information (i.e., FAQ document) available to the students at that 

point in time. Subjects who failed the attention check or who remarked having had technical 

difficulties with the conversational system were removed from our dataset. We further removed 

participants who exhibited abnormal completion time or completion patterns, leaving us with a final 

sample set of 104 subjects. A potential boundary represents the survey distribution within the course 

of students who most probably exhibit greater familiarity with ML-based systems as compared to the 

general public. Additional analyses on the control and demographic variables confirm participants’ 

random assignment to the different experimental conditions. Specifically, there are no significant 

differences in trusting disposition, algorithmic familiarity, or personality traits among the four 

treatments (all p > .1). In addition, no differences were found regarding the demographic variables age 

and gender (all p > .1).  

4 Results 

To explore the effects of 1) system confidence and 2) transparency around a conversational system’s 

confidence levels on user trust and task performance, we conducted a field experiment in the realm of 

an information retrieval task. We first conducted a manipulation check for the transparency 

manipulation, asking participants to what extent they agree with the following two statements: 1) “As 

part of the tasks, the chatbot revealed information about itself, namely a statement on the confidence 
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of the answers it provided and why its recommendations might be flawed.”, and, 2), “As part of the 

tasks, the chatbot revealed information about itself, namely an explanation of the legal guidelines that 

the chatbot must adhere to.” (7-point Likert scale, from 1: “Does not apply at all” to 7: “Applies 

completely”). The results validated the effectiveness of the transparency manipulation: An ANOVA 

on the first statement revealed a significant manipulation effect (F = 50.36, p < .001) with participants 

from the two treatment groups receiving transparency statements (70% system confidence, 

transparency; 90% system confidence, transparency) exhibiting a significantly higher confirmation of 

the first statement (MTransparency = 5.61) than participants who were not exposed to the transparency-

enhancing statements (MNoTransparency = 3.36). Another ANOVA on the second statement strengthened 

this finding as no significant effect between the transparency present (MTransparency = 2.12) versus 

transparency absent (MNoTransparency = 2.38) treatments could be found.  

 

Group N Trust  

 

(1 – 7,  

7 = highest) 

Performance 

Overall 

(1 – 14,  

14 = highest) 

Performance 

(MC) 

(0 – 6,  

6 = highest) 

Performance 

(O-E)  

(1 – 8,  

8 = highest) 

CG: 90%, No Transparency  26 3.97 10.1 5.23 4.85 

TG1: 70%, No Transparency 27 4.31 10.7 5.44 5.26 

TG2: 70%, Transparency 29 4.20 11.6 5.76 5.79 

TG3: 90%, Transparency 22 4.36 11.4 5.95 5.45 

Transparency Manipulation  ns 

p > .1 

** 

p < .01 

** 

p < .01 

. 

p < .1 

Interaction Effect 

(Transparency x Confidence) 

 ns 

p > .1 

** 

p < .01 

*** 

p < .001 

. 

p < .1 

Table 1. Means for perceptual and behavioral outcome variables across four groups. 

Different from our initial conceptual model, Figure 4 also reports the direct relationship between 

transparency and task performance. Due to an unexpected finding beyond our key hypotheses, we 

include this relation in our updated conceptual model. We first turn towards perceptual outcomes, 

namely trust and our hypothesis 2. Participants who interacted with a conversational system 

transparently communicating its overall system confidence did not report significantly different levels 

of trust in the system as compared to participants who interacted with a conversational system where 

transparency statements were absent (MNoTransparency = 4.14, MTransparency = 4.27, t(102) = -0.44, p = 0.66). 

Following, we do not find support for H2. In general, no differences among the four treatment groups 

regarding trust in the conversational agent can be found (F(3, 104) = 0.64, p = 0.42). 

Turning towards our behavioral outcome variable task performance, participants exposed to 

transparency statements performed significantly better in the information retrieval task than 

participants who were not exposed to such statements (MNoTransparency = 10.4, MTransparency = 11.5, t(102) 

= -2.93, p < .01). An ANOVA showed that there a significant differences across the four treatment 

groups (F(1, 102) = 8.43, p < .01). Namely, a pairwise comparison depicts a significant difference in 

task performance between the CG (90%, no transparency) and TG3 (70%, transparency) 

(M90%,NoTransparency = 10.1, M70%,Transparency = 11.6, t(52.9) = 3.01, p < .1).  

Last, we do not find a significant interaction effect of our two manipulations on our self-reported 

outcome variable. Our moderation analysis regarding trust in the conversational system (F(3,104) = 

0.646, p > .1) is insignificant.  
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Figure 4. Conceptual model according to study results. 

Further testing our theorizing, we estimated a moderated mediation (5,000 bootstrap samples) with the 

transparency manipulation as the independent variable, user trust (M = 4.21, SD = 1.43) as the 

mediator, the system confidence manipulation as the moderator, and users’ task performance (M = 

10.93, SD = 1.98) as the dependent variable.  

The standardized regression coefficients between user trust and users’ task performance were 

significant (βTrust = 0.34, SE = 0.13, p < .01). In that sense, the path of the trust mediator on the 

dependent variable task performance is significant, supporting H1. In addition, we found a direct 

effect of transparency on system confidence on task performance (βTransparency = 1.05, SE = 0.36, t = 

2.89, p < .01). Using bootstrapping procedures with 5000 estimations, the standardized indirect effect 

was insignificant since the bootstrap confidence interval includes zero (βIndirect = -0.17, 95%, CI = [-

0.75; 0.19]). The standardized regression coefficients between transparency and user trust were 

insignificant (βTransparency = 0.89, SE = 0.92, t = 0.97, p = 0.34), as were the standardized regression 

coefficients between the interaction term (transparency x system confidence) and user trust (βInteraction = 

-0.50, SE = 0.57, t = -0.88, p = 0.38). We thereby find no support for H3. 

5 Discussion of Results 

As part of this study, we aimed to explore the interrelatedness of system trustworthiness, user trust, 

and subsequent behavioral outcomes. We suggest high system confidence and transparency statements 

on such confidence as two prominent attributes of system trustworthiness to influence user trust in a 

conversational question-answering system and subsequent user performance in an information 

retrieval task. In line with extant research on the positive effect of user trust on subsequent, trust-

related behavior (Gefen and Straub, 2004), we find that users who trust the conversational system 

more also perform better in the information retrieval task. This finding strengthens the notion of trust 

being a crucial prerequisite of sustainable system use and, more importantly, driving desirable 

performance outcomes for the individual user.  

Regarding our transparency manipulation, we do not find a significant effect of transparency 

statements on users’ trust in the conversational system. In that sense, we cannot provide support for 

the idea of transparency as a means of system trustworthiness to foster trust. More interestingly, our 

insignificant results might point towards the notion that system trustworthiness per se does not lead to 

increased user trust. Kästner et al. (2021) provide three reasons for why there is not necessarily a 

relationship between trustworthiness and trust, including already maximum levels of trust in the 

system, explanations revealing a problem of the statement, and explanations being incomprehensible 

or even not useful to evaluate the system. Potentially, users being exposed to the confidence levels of 

the underlying system model may have been made aware of system issues they otherwise would have 

not considered. While the effectiveness of our transparency manipulation was successful, users might 

not have perceived the information communicated by the system as useful. Next to those three 

reasons, the study context might have been marked by a limited amount of potential risk or personal 

Transparency 

on Confidence

of Conversational 

System

Overall Confidence

of Conversational 

System

Trust in 

Conversational System

Task 

Performance

ns

**

P < .01
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damage as a fourth potential reason for the insignificant effect of transparency on user trust. 

Accordingly, students were not sufficiently personally involved to perceive the transparency 

statements as reassuring. However, the significant direct effect of transparency statements positively 

influencing task performance point towards the effectiveness of means of system trustworthiness in 

driving relevant interaction outcomes, in our case, users’ performance in the information retrieval task. 

Potential explanations raised for the lacking link between system trustworthiness and trust might also 

explain the insignificant effect of intent modelling confidence. In fact, students might associate less 

risk with receiving incorrect or no answer (“I can find this information at some later point in time the 

course or ask the professor”) than initially assumed. With trust being claimed to be highly situation- 

and context-specific (Holthausen et al., 2020), the question arises whether modelling confidence levels 

deemed as acceptable in certain contexts and for certain tasks also hold for our information retrieval 

task in an educational setting. In addition, as our conversational system was based on a predictive 

model, mentioned challenges around ML-based systems such as uncertainty in outcomes also apply to 

our deployed conversational system. We could not control for the number and quality of answers the 

system provided. As a result, there might not have been a noticeable difference between 70% and 90% 

intent modelling confidence in the eyes of the students. We therefore cannot demonstrate convergence 

with extant literature having explored accuracy and reliability rates as a driving factor of user trust and 

subsequent behavior. More so, we cannot confirm previous suggestions of reliability thresholds for 

trust, as proposed by Yu et al.(2019), for instance.  

 

Hypothesis Key Findings Results 

H1: Greater levels of user trust in the 

system have a positive effect on task 

performance. 

Users trusting the conversational system more, 

performed significantly better in the information 

retrieval task overall, in the multiple choice, and the 

open-ended questions.  

*** 

p < 

.001 

H2: Transparency statements on a 

conversational system’s intent modelling 

confidence lead to enhanced user trust in 

the conversational system. 

No significant differences regarding user trust in the 

conversational system could be found between users 

who were exposed to the transparency statements as 

compared to those who were not. 

However, we find a significant direct effect of our 

mediation analysis of transparency on task 

performance. 

ns 

 

 

 

** 

p < .01 

H3: Positive effects of transparency 

statements are decreased under conditions 

of lower overall system confidence. 

Our moderated mediation does not find a significant 

moderating effect of intent modelling confidence on 

the relationship between transparency statements and 

user trust in the conversational system. 

ns 

Table 2. Review of key hypotheses. 

6 Implications, Limitations, and Future Research 

The results of this study contribute to current discussions on theoretical notions of trust, the 

implications of specific system trustworthiness measures, as well as the practical implementation of 

model-based conversational systems. 

Our theoretical contribution to the rich literature body on trust within IS and HCI research is twofold. 

First, our results strengthen extant findings for trust in technology and trust in contemporary, ML-

based conversational systems in particular. Our findings emphasize that attitudinal user trust 

significantly drives behavioral user outcomes beyond intentions to use and reliance (Logg, 2017; 

McKnight et al., 2011), thereby highlighting the importance of considering user trust as a crucial 

aspect in system design, as well as distinguishing it both on a conceptional and on an operational level 

from subsequent behavioral outcomes (Lee and See, 2004).  
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Second, our research follows a second theoretical differentiation between user trust and specific 

qualities of system trustworthiness. Our empirical analyses hint towards the claim that measures for 

trustworthiness might not be suitable for promoting user trust and that there is no automatic cause-and-

effect relationship between the two (Jacovi et al., 2021; Lee and See, 2002). Ultimately, we follow 

recent calls “[inviting] the research community to explore AI explainability specifically for trust 

calibration [and a] different set of goals in addition to metrics suggested in the current literature such 

as faithfulness, improved human understanding or acceptance.” (Zhang et al., 2020) by looking at two 

manipulable qualities of system trustworthiness, namely transparency and reliability, as well as the 

ultimate interaction goal of task performance. Users having to decide whether to trust information 

provided by ML-based prediction models is a typical interaction context with conversational systems. 

Thus, we expect our findings to be transferrable to a number of comparable interaction contexts and 

information retrieval tasks.  

From a practitioner’s perspective, the results of this study yield insightful implications for the 

development of and interaction with conversational systems. Understanding how users react to 

conversational question-answering systems is relevant for commercial developers of such systems, as 

well as other organizations deploying question-answering systems for educational purposes. While our 

study does not find prove for transparency statements increasing user trust, we show that both 

transparency statements and user trust have a positive direct effect on users’ task performance. With 

the ultimate interaction goal in mind, practitioners and developers should leverage transparency 

measures and ensure that their users trust the respective system at hand to provide effective and 

successful interaction experiences. While integrating the proposed transparency statements is 

demonstrated to positively affect users’ performance, simply deploying higher levels of intent 

modelling confidences in underlying interaction models of the conversational system is not as 

straightforward. Without being able to provide context- or system-agnostic recommendations, training 

probabilistic models on certain confidences and reliability rates requires extensive testing in the field 

for a particular use case (D’Amour et al., 2020).  

Despite suggested implications and contributions of this study, the presented research and related 

findings should be interpreted in consideration of several limitations. First, we assumed our 

experimental context to be a context of trust. Students might associate too little risk with receiving 

incorrect or no answer from the conversational system. Future research should control for participants’ 

assessment of the situation, i.e., whether they fear unfavorable outcomes or a risky personal 

involvement. In addition, future research settings could be designed for potential damage or 

unfavorable outcomes, i.e., the possibility of receiving a reduction in grade. Other potential 

confounding factors such as existing trust in the university might have inferred the results. Second, our 

chosen manipulations present two out of many attributes of the system. Despite holding affiliations 

and university branding constant across conditions, future research could control for students’ 

institutional trust and trust in the university, program, or faculty. The effectiveness of our reliability 

manipulation could be strengthened by providing participants with an initial baseline confidence level 

which is stated to be reliable for a specific context and task. Future research could also look at 

alternative means of driving system trustworthiness, as well as alternative operationalizations of 

transparency (i.e. illustration of input data used) and confidence (i.e., greater variance of confidence 

levels). Third, while both transparency statements and user trust positively affect task performance, 

none of our manipulations were found to influence user trust. Future research could consider 

additional attributes which might help understand what drives user trust. In a similar vein, underlying 

cognitive mechanisms which help explain the effect of the transparency statements on task 

performance should be explored by adding mediating variables such as time spent on task and reported 

cognitive dissonance.  
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