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Abstract 

Since the emergence of conversational agents, this technology has seen continuous 
development and research. Today, advanced conversational agents are virtually 
omnipresent in our everyday lives. Albeit the numerous improvements in their 
conversational capabilities, breakdowns are still a persistent issue. Such breakdowns can 
result in a very unpleasant experience for users and impair the future success of 
conversational agents. This issue has been acknowledged by many researchers recently. 
However, the research on strategies to overcome conversational breakdowns is still 
inconclusive, and further research is needed. Therefore, we conduct a systematic 
literature analysis to derive conceptual conversational breakdown recovery strategies 
from literature and highlight future research avenues to address potential gaps. Thus, we 
contribute to theory of human-agent interaction by deriving and assessing recovery 
strategies and suggesting leads for novel recovery strategies.  

Keywords:  conversational agents, conversational breakdowns, recovery strategies  
 

Introduction 

Conversational agents (CA) have been around for many years by today; however, the real hype about CAs, 
some driven by artificial intelligence (AI), only became largely popular in the 2010s of this century 
(Brandtzaeg and Folstad 2018). Nowadays, conversational technology is virtually omnipresent in different 
artifacts of our everyday lives, such as text-based support or educational chatbots and voice assistants like 
Amazon Alexa or the Google Assistant on our phones and in our smart homes. CAs are also gaining 
increased exposure and attention in practice, with CAs being included on many commercial websites and 
in digital services. These examples, however, cover only a small scope of today's usage of CAs. Today, CAs 
have been deployed in a variety of domains, such as traveling, shopping, recommendation system, 
entertainment, customer service, information search processes, and so on. In general, two main types of 
CAs can be distinguished: Social-oriented CAs and task-oriented CAs. Social-oriented CAs focus on social 
interactions and managing emotions and other informational inquiries, whilst task-oriented CAs support 
the user in specific tasks (Xiao et al. 2019). Especially the latter, task-oriented CAs, turned out to be 
extremely helpful in performing customer support tasks as they bear the potential to reduce the amount of 
human labor needed considerably.  



 Recovery Strategies for Conversational Breakdowns 

 Forty-Second International Conference on Information Systems, Austin 2021
 2 

Besides the omnipresence of CAs, interacting with them oftentimes results in questions such as "What do 
you mean?" leading to an abrupt ending of a conversation. If the CA is not able to handle the users' 
conversation smoothly, breakdowns in the conversation might lead to the user abandoning the service 
(Ashktorab et al. 2019). Researchers and practitioners have dedicated themselves to improve the interaction 
between humans and CAs, for instance, by developing better natural language processing techniques 
(Meredith 2017). Despite these improvements in the field of CAs during the past years, there are still many 
unresolved issues (Ashktorab et al. 2019). For example, we still lack the means to adequately handle natural 
language conversations between users and CAs. In addition to natural language or linguistic errors in 
general, bad experiences due to poor interactions and conversational errors (e.g., CA responds with an 
unexpected action, ignores an inquiry, tiresome and boring dialogue), the user can become demotivated 
quickly (Brandtzaeg and Folstad 2018). Such a quick demotivation can then equally quickly lead to a 
complete conversational breakdown and consequently a complete failure of interaction (Brandtzaeg and 
Folstad 2018). Therefore, keeping the user motivated and engaged becomes an important aspect of 
designing conversations and interactions with agents. All these possible errors can eventually lead to total 
rejection and loss of trust in CAs (Engelhardt et al. 2017). Nevertheless, CAs are able to maintain a themed 
discussion close to 85 percent of the time (Radziwill and Benton 2017). As encounters within social or 
commercial contexts rely on the user being engaged and having a pleasant experience, the remaining 15 
percent of the conversations are vital. Against the backdrop that breakdowns might lead to annoyance 
(Chakrabarti and Luger 2015), awkwardness, or confusion (Bickmore et al. 2018). All these negative factors 
may then result in a loss of trust in the CAs capabilities and users breaking up the conversation with a badly 
designed or faulty CA. As service encounters rely on CAs, the interaction with the CA influences a customer's 
buying decision (Shankar et al. 2003) and has various effects such as on the word of mouth and intention 
to buy a product repeatedly (Bitner et al. 2000).  

Therefore, it is important that we define a working set of strategies to effectively handle conversational 
breakdowns when they occur, as overcoming conversational breakdowns is critical to the success of CAs. 
Prior research sought to uncover when and why communication errors and failures like mis- and 
nonunderstanding occur. For instance, in their study, Li et al. (2019) showed that conversation breakdowns 
appear more often when the users were requesting information than when they were providing information. 
Skarbez et al. (2011) revealed that the CAs’ inability to recognize their role as speakers or listeners 
contributes significantly to conversation breakdowns. Furtherf, previous studies show that the 
conversations serve their purpose with a very straightforward approach. Nevertheless, they do not offer any 
surprises that make a conversation exciting in the first place (Black 2018). The result is CAs that fail and 
respond with standard statements such as "I'm afraid I didn't understand that". It was recognized early on 
that in human-computer interaction, and human characteristics might also be also attributed to the 
computer and thus to CAs as well. To improve communication between humans and CAs, there is an 
attempt to add human-like social attributes to the conversations (e.g., small talk) to increase the likability 
of agents. (Blut et al. 2021; Clark et al. 2019).Other studies also emphasize that trying to make the CAs more 
and more human is not even necessary (Radziwill and Benton 2017). Although initial literature reviews and 
meta-studies (i.e., Janssen et al. 2020; Xiao et al. 2019) emerged during the past years, the research is still 
scattered across different streams of research. Overall, the scientific and practical knowledge about how to 
overcome conversation remains segregated. The goal and contribution of our research are twofold. First, 
we will provide an overview of current methods of adaption and recovery strategies based on a systematic 
literature analysis with a wide and explorative scope. Second, we will provide future directions for research 
on this topic and potential options that could prove as a valuable addition to improving recovery strategies 
for CAs. Accordingly, we will answer the following research question (RQ) in our paper:  

RQ: What is the state-of-the-art concerning strategies for recovery of conversation breakdown for 
interactions with conversational agents? 

To answer this research question, we conceptually derive a set of recovery strategies for conversational 
breakdowns. In doing so, we contribute to theory by providing an overview of the status quo on 
conversational breakdown recovery literature and extend this knowledge by adding a set of six recovery 
strategies with unique characteristics. Moreover, we also hope to discover promising research avenues for 
future contributions and support practitioners in overcoming breakdowns of CAs. The remainder of this 
paper is structured as follows: after motivating our research idea, we provide an overview of conversational 
agents and elaborate on our understanding of miscommunication as well as conversation breakdowns. 
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Next, we describe our research approach and present the results of our literature research before we discuss 
them. We conclude with a short outlook and our contributions to research and practice. 

Theoretical Background  

Conversational Agents as Conversational Actors  

Generally, CAs can be classified as either physical or virtual autonomous technological entities that can 
behave reactively and proactively (Holz et al. 2009) by accepting natural language as input and by 
generating natural language as output to engage in social conversations with its users (Griol et al. 2013; 
Keyser et al. 2019). Various terms can be found in literature for conversational agents (CAs) such as 
chatbots, voice assistants, voice bots, or smart personal assistants. Lieberman (1997) defines CAs as 
software programs that act as a facilitator or an assistant rather than a tool. Also, because CAs are computer 
programs that interact with humans using natural languages, and their goal is to simulate human 
conversation (Bittner et al. 2019). Due to their conversational, human-like character, CAs bear great 
potential to access content and services in a more intimate and personal manner than usual, non-
conversational self-service technologies (Sheehan et al. 2020). They also hold the promise of providing a 
fast, easy, always available, and cost-effective solution to support users (e.g., Holz et al. 2009). Moreover, 
unlike traditional self-service technology (e.g., web interfaces), users can better relate to CAs because of 
their aforementioned human-like characteristics creating a more personal and likable service delivery. 
Consequently, it is to no surprise that CAs are now employed in a wide range of application areas such as 
health (e.g., Laumer et al. 2019), education (e.g., Winkler et al. 2020), and customer service (e.g., Qiu and 
Benbasat 2009). Bearing that in mind, the industry expects the users' adoption to be relatively high and the 
usage of self-service CAs to increase (Nordheim et al. 2019). However, the industry's expectations do not 
necessarily meet the reality, as the opposite can be true. Particularly error-prone CAs that cannot sustain a 
solid conversation can harm the intent of the users to adopt these CAs, leading to significant issues for the 
self-service industry (Sheehan et al. 2020). Due to the aim of providing a flawless user experience, the 
development of CAs is a challenging task for their designers. Within the development process, they need to 
account for the user's preferences regarding the assistant's personality and talking style and prepare a 
corresponding script for the interaction with the CA. In addition to that, they have to anticipate the user's 
actions and derive appropriate reactions from the CA. 

Conversational User Experience Design 

The way we interact and communicate with systems has changed continuously over the years (Folstad and 
Brandtzaeg 2017). Interfaces that allow us to exchange information with computers evolved from 
command-based command-line interfaces to graphical user interfaces to modern augmented reality and 
conversational user interfaces (Wintersberger et al. 2020). In the context of CAs, interaction takes place via 
a conversational user interface, which enables text or voice input and is kept relatively minimalistic 
compared to graphical user interfaces (McTear 2017). Due to the most simplistic conversational user 
interfaces, the challenge in developing CAs is not in designing the interface but in designing an effective 
and stimulating user experience (Sutcliffe 2009). Accordingly, graphical elements are less relevant than the 
conversation flows and language capabilities of the CAs. In CAs, human-computer interaction does not take 
place via gestures, such as clicking or swiping, but by stringing together text modules (Brandtzaeg and 
Følstad 2017). Moore and Arar (2019) describe conversational user experience design in this sense as "[...] 
modeling the patterns of human conversation, either through manual design or machine learning" 
(Moore and Arar 2019, p. 3). To do this, CA developers need to build a deep understanding of human 
language and understand what typical elements and building blocks occur in classic conversations. For this 
reason, conversational user experience design is shaped in diverse aspects by disciplines such as sociology 
or psychology (Moore and Arar 2019).  

When it comes to conversation breakdowns, two different kinds of conversation breakdowns can be 
classified: misunderstandings and non-understandings (Bohus and Rudnicky 2005). Whilst in a 
misunderstanding, the CA obtains an incorrect interpretation of the human's input, non-understanding 
leads to failure of obtaining any kind of interpretation of human's input, although both types of failure can 
and will eventually lead to total CA failure (Bohus and Rudnicky 2005). Further, by means of conversational 
analyses, three typical patterns in human speech behavior could be identified. These are described by Moore 
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and Arar (2019) as Recipient Design, Minimization, and Repair. These fundamental principles of 
conversational user experience design should be considered in any case of CA design, as their use can make 
human-computer interaction more natural. The adapted principles are each briefly explained below. 

Recipient Design: In a regular conversation, both parties adjust their dialogue depending on the 
conversation partner; different topics, words, and levels of details are chosen, e.g., user-friendly language 
with the help of cues. Because this mode of conversation assumes prior knowledge of the parties, 
misunderstandings can occur and consequently lead to conversational breakdowns (Moore and Arar 2019). 
Thus, recovery strategies should include adaptable conversation flows to create multiple dialogue paths to 
prevent or counteract a breakdown. For instance, Fast et al. (2018) introduce a CA that asks follow-up 
questions and presents plausible conversation pathways when it comes to mis- or non-understandings.  

Minimization: In most cases, conversations between people proceed efficiently. Conversations are not 
unnecessarily prolonged, taking up the time of all parties and feeling tiresome. For the conversation design 
of CAs, it can be deduced from this that the statements in interaction with CAs should basically be 
formulated as briefly and concisely as necessary (Clark et al. 2019). Thereby, care must be taken to ensure 
that as many users as possible understand the statements; thus it should not be overly abstracted. So, 
minimizing required dialogue while maximizing its effectiveness, ensures that mis- and non-
understandings are minimized as well. In the context of recovery strategies, this implies that these strategies 
must also minimize the necessary dialogue.  

Repair: It is natural that in conversations, some statements or intentions are not understood at all, or only 
partially. In such cases, humans can correct difficulties in understanding by formulating misunderstood 
statements more simply or by repeating them altogether. In conversation analysis, this principle is called 
repair. The behavioral mechanism of identifying and correcting problems of mutual intelligibility can be 
initiated by both the person speaking and the person receiving. For conversation design, appropriate 
improvement loops must be considered, which allow both the CA and the user to fix misunderstood 
statements or ambiguities (Moore and Arar 2019; Schuetzler et al. 2020). Recovering a conversation may 
involve the CA asking the humans to repeat themselves, to refer to prior information, and/or to clarify what 
they said (Bickmore et al. 2018). Further, prior research shows that users are less frustrated if systems such 
as CAs apologize for errors (Bulyko et al. 2005). 

Breakdowns and Recoveries in Human-Agent Communication 

Since interactions during communication may not be understood or misunderstood, communicative 
interactions can easily fail. This is particularly important for the development and design of CAs, as people 
who use them usually expect them to work just like other technological artifacts they know. Thus, the 
importance for recovery from conversational breakdown and strategies to attempt to repair the faulty 
conversation. In general, repair is broadly defined as the replacement of errors with corrections (Schegloff 
et al. 1977). In this context, recovery attempts may be initiated by either the CA or the user. On the one 
hand, the user may simply rephrase or reformulate the request to the CA that did not properly understand 
the users' intentions, hence attempting to recover. On the other hand, the CA may have a mechanism in 
place that allows the agent to detect a potential conversational breakdown and thus act according to attempt 
a recovery. For example, the conversational agent may ask the user to repeat or rephrase the question.  

A very common reason for such a conversational breakdown is the failure of the underlying natural language 
processing and interpretation by the conversational agent (Myers et al. 2018). While the research on the 
topic of natural language processing in this regard was and still is a significant research interest, research 
on alternative mechanisms to recover from breakdowns seems to play a minor role. Not surprisingly, 
conversational breakdowns mark a long-lasting concern and limitation of conversational agents and their 
effectiveness in human-agent communication (Luger and Sellen 2016).  

Research Approach 

To answer our research question, we conducted a systematic literature analysis (SLA). The analysis is based 
on established literature review methods as introduced by Cooper (1998), Fettke (2006), and Vom Brocke 
et al. (2015). Below, a simplified version of our structured literature analysis process is shown in Figure 1. 
The process is adapted from Fettke (2006). At the start of our SLA, we define the characteristics of our 
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review and classify the SLA according to Cooper (1998). The goal of our SLA is the identification of central 
issues in the status of the art and the generalization of existing solutions to the common denominators, 
which according to Cooper (1998), fits the integration goal category. Accordingly, the focus of our SLA is 
set on the theories, practices, and applications of the solutions as well as the outcomes thereof. The 
classification is shown in Table 1. 

As our aim is to provide a generalizable overview of recovery strategies for CAs, both voice-based and text-
based, thereby our coverage is exhaustive. Further, the organization of our findings is strictly conceptual as 
we also employ the literature review methodology as suggested by Watson and Webster (2020) and present 
a structured concept matrix in the results section. Our target audience hereby is specialized scholars in the 
field of human-computer interaction (HCI) that focus on designing CAs. 

Characteristic Category 

Goal Integration Criticism Central topics 

Scope Representative Selective Explorative (complete) 

Focus Results & outcomes Methods & designs Theories 

Structure Historical Thematical Methodical 

Table 1: Taxonomy of the literature review (adapted from Cooper 1988) 

As a second step of our SLA, we prepare the database search process. Therefore, we define desirable 
keywords and construct search strings that we will use for the database search, as well as selecting relevant 
databases. Because this topic is rooted in computer linguistics, we chose the ACM Digital Library and the 
IEEEXplore Digital Library as databases to acknowledge for this in our literature review. We also include 
the AIS Electronic Library as many outlets highly relevant to the research field of HCI, and generally, high-
quality outlets are hosted by the AIS. The keywords and consequently the constructed search string is shown 
below. The search string was adapted and simplified to the characteristics of each database, with wildcards 
being used where possible. 

("conversational agent" OR "chat bot" OR "chatbot" OR "dialogue system" OR "smart personal assistant" OR 
"smart assistant" OR "intelligent agent" OR "intelligent assistant" OR "spoken dialog system" OR 

"conversational spoken language interface") AND ("error recovery strategy" OR "error recovery strategies" 
OR "restart strategy" OR "restart strategies" OR "error detection") 

Following the preparation phase, we conduct our database search process with the defined search string 
and analyze the title and abstract of all research papers. The only two restrictions we impose on the research 
process are (1) the literature must be peer-reviewed and (2) the literature must not be older than 2005. As 
a result of our primary search process, we identified 136 articles that we found to be potentially relevant. 
We examined those articles by full text in detail. In a next step, we performed a forward and backward 
search to capture articles not covered through the database search. Through screening the references and 
applying forward searches using Google Scholar, three papers were added to our literature analysis. In the 
end, we kept only those articles that cover the topic of strategies of conversational recovery, repair or any 
other attempt to salvage a conversation. Here we excluded all articles that covered only technical 
implementations of strategies or mechanisms, such as highly technical articles that are more concerned 
with the algorithmic implementation rather than conversational design or engineering. As an end result of 
our search process, we kept 31 articles that we found to be relevant for our research. In the fourth and last 

 

Figure 1. Process of the SLA (adapted from Cooper 1998 and Fettke 2006) 



 Recovery Strategies for Conversational Breakdowns 

 Forty-Second International Conference on Information Systems, Austin 2021
 6 

phase, we conducted the literature analysis by following an abductive approach. The coding process was 
iterative and required multiple rounds of different researchers until we were able to organize the literature 
in a conceptual matrix. In the course of the literature analysis, we captured the recovery strategy and tried 
to code them accordingly as a reaction to misunderstanding or non-understandings. Furthermore, we 
considered non-verbal as well as verbal recovery strategies in our coding. Additionally, we captured 
contextual variables such as the modality, the application domain, and task of the CA. Subsequently, we 
discussed how to combine recovery strategies across studies, which lead to our seven breakdown strategies: 
confirmation, information, disclosure, solve, ask, and not specified. 

Results 

We organize our findings in two sections. The first section presents an overview and the descriptive metrics 
based on the meta-data of the underlying literature and technical characteristics of CAs. Thus, we start by 
presenting our SLA findings and the status quo of the research on conversational breakdowns. The 
literature we analyzed is organized in a literature matrix (see Table 2) according to Watson and Webster 
(2020). Accordingly, we organize the literature in two meta-categories: 1. technical properties that describe 
the technicalities of the CAs presented in the papers and 2. the breakdown recovery strategies that we 
derived from the literature. Additionally, we describe the nature of the research (i.e., theoretical vs. practical 
research). In the second part of our results, we present the derived conceptual conversational breakdown 
strategies in detail (see Figure 4). The second section then examines the recovery strategies for conversation 
breakdowns used in CA research in detail.  

Status Quo about Recovery Strategies 

The youngest paper included in the analysis is from 2020, and the oldest paper from 2004, from before CAs 
became widely popular. The work of Sagawa et al. (Sagawa et al. 2004) was found during the forward and 
backward search as our literature search process focused on papers from at least 2005. Nevertheless, the 
majority of papers have been published within the last five years, which highlights the continuous 
development and expansion of the research field concerning CAs. Additionally, the research on the topic of 
conversational breakdowns and recovery strategies has gained significant momentum since 2017 as about 
half the found literature was from at least 2017. Since 2017 this research interest has grown extensively with 
a steep and linear surge in papers published. This research development and the distribution of the relevant 
literature we found can be seen in Figure 2 (number of articles by year of publication).  

However, we also found relevant literature from before the recent spark in research on conversational 
breakdowns. Older research is evenly distributed from the year 2004 up to 2011 with a small but steady 
interest in the topic. The years of 2012 and 2013 seem to be an exception in our SLA as we did not identify 
relevant literature from these years. Further, we could not find a single relevant paper from before 2004, 
which is not surprising as the topic did not gain a notable amount of attention before 2005. This may also 
be explained by the early expansion and awareness around CAs in the late 2000s up to 2010.  

 

Figure 2. Distribution of Relevant Literature according to Year 
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S T N M V X 

Ashktorab et al. (2019)  X X X X  X    X X  X 

Bohus and Rudnicky (2005) X  X X X  X X    X  X 

Dzikovska et al. (2009)  X X  X   X    X  X 

Dzikovska et al. (2010)  X X  X   X  X    X 

Engelhardt et al. (2017) X  X X X X  X  X    X 

Frampton and Lemon (2008) X  X   X     X X  X 

Gnewuch et al. (2017)  X  X X  X X     X  

Gunkel (2016) X  X X X     X   X  

Lee et al. (2018) X  X X X   X  X    X 

Lee et al. (2020)  X X X  X      X X  

Li et al. (2019)  X X X X       X  X 

Li et al. (2020)  X X X X X     X   X 

Kocaballi et al. (2020)  X X X X X  X    X X  

Komatani and Okuno (2010) X  X  X   X      X 

Komatani and Rudnicky (2009) X  X X  X     X   X 

Komatsu and Sasayama (2019) X    X     X    X 

Kontogiorgos et al. (2020a) X  X  X  X   X  X  X 

Kontogiorgos et al. (2020b) X    X X    X    X 

Lee et al. (2007) X  X X X       X  X 

Lee et al. (2014) X  X X  X  X      X 

Litman et al. (2006) X  X X X  X   X  X  X 

Marge and Rudnicky (2019) X   X X  X    X   X 

Mozafari et al. (2020)  X   X    X     X 

Mozafari et al. (2021)  X   X    X X   X  

Porcheron et al. (2018) X  X  X       X  X 

Rieser and Lemon (2011) X  X   X X     X  X 

Sagawa et al. (2004) X   X        X  X 

Sheehan et al. (2020) X   X X  X   X    X 

Stoyanchev and Stent (2009) X   X X  X       X 

Stoyanchev et al. (2012) X   X X       X  X 

Stoyanchev and Johnston (2015) X   X X       X  X 

Takayama et al. (2019)  X X X  X     X   X 

Woodward et al. (2018) X  X  X   X X     X 

Sum (n = 33) 22 11 22 21 26 10 9 10 3 10 6 15 5 28 

S = speech or voice; T = text-based; N = non-understanding; M = misunderstanding; V = verbal; X = non-verbal 

Table 2. Analysis Matrix of Conversational Breakdown Recovery Literature. 
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Additionally, this development also shows that researchers are becoming more aware of the issues 
concerning conversational breakdowns. This is also reflected by the fact that most papers are from 
conference proceedings, which gives testament to the still relatively low maturity of this research field, 
especially regarding conversational breakdowns and recovery strategies. Historically speaking, the first 
contributions are rather explorative, incorporating a multitude of investigated conversation breakdowns, 
while recent papers are more specific concerning the occurred conversation breakdown and recovery 
strategy applied. Further, the examined contributions included studies from various application contexts 
and data sources. Moreover, early literature does not specifically tie the research to conversational agents, 
instead of the terms of "(speech/spoken) dialogue systems" (e.g., Lee et al. 2007; Sagawa et al. 2004) and 
is notably focused on the technical or computational aspects of handling conversation. Regarding the type 
of research, the vast majority of research is focused on empirical or practical research like field studies (28), 
laboratory experimentation of other data-based efforts, instead of theory-based research (5) as literature 
analysis, theory crafting, or in-depth discussions.  

Concerning the technical properties, we describe the communication channel, the error type of the 
understanding error, and the recovery strategy type of the CA. For the communication channel, we 
identified voice or speech (S) and text-based (T) CAs. Since we also include robots, these instances are 
classified as voice or speech, as all included robots communicate with humans via mostly voice or speech 
and, in some rare occasions, also text channels. The understanding error type refers to the previously 
described possible errors in the communication between humans and CAs, namely non-understanding (N) 
and misunderstanding (M). The recovery strategy type precedes the breakdown recovery strategies and 
refers back to the communication channel. Recoveries can be attempted verbally and non-verbally, where 
verbal recoveries refer to both speech or voice and text-based communication. Non-verbal recovery, 
however, does not directly communicate with the user to execute a recovery strategy. Instead, CA internal 
measures can be employed like recalculating scores or changing internal utterances and conversational 
templates that are used to determine the CAs actions. Most of the literature we surveyed uses CAs that use 
voice or speech as a communication channel (23), only a minority of six CAs is text-based. The majority of 
CAs also use verbal recovery strategies (24), whereas only a minority of CAs use non-verbal strategies (10). 
However, the regarded understanding error types are much more equally distributed, with 22 focusing on 
non-understanding and 20 on misunderstanding. This may imply that while research is, in general, focused 
on speech- or voice-based CAs that use verbal recovery, researchers are split on the error type. Some 
researchers focus on both types (4) as seemingly both are crucial to the success CAs.  

Deriving Strategies for Conversational Breakdowns 

As for the breakdown recovery strategies, we identified six distinct categories with distinct characteristics: 
(1) confirmation, (2) information, (3) disclosure, (4) social, (5) solve and (6) ask. The distribution of the six 
categories is relatively even, with disclosure being underrepresented and ask an overrepresented exception 
in literature. As we derived these recovery strategies from literature, we found them to be differently 
distributed and implemented by the authors. For one, information and social recovery strategies with ten 
and with ask with 15 findings are the most prominent strategies from literature, whereas both disclosure 
(one finding) and solve (one finding) being less prominent exceptions. We describe these six categories 
along with their common mechanics and characteristics. These categories can be seen in Figure 3.  

 

Figure 3. Concept Map of Conversational Breakdown Recovery Strategies 
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Each category may consist of two or more subcategories that may be expanded in the future. Here, we found 
three subcategories for each major category of conversational breakdown recovery strategy. We now 
present the six major categories in detail as following.  

The Confirmation strategy does not attempt to truly recover a failed conversation. Instead, the 
confirmation strategy attempts to either reject the failure or simply "move on". In this regard, rejection can 
be either implicit or explicit. On the one hand, explicit rejection directly translates into the CA admitting its 
failure. For example, the CA may respond with "I do not know" or "I do not understand," and thus, hoping 
for the user to attempt a recovery. Implicit rejection may be expressed as merely ignoring the failure and 
hoping for the user to detect and recover from a breakdown. The move-on subcategory expresses itself 
basically as "ignore and continue", where the CA ignores the failure and tries to continue in a pre-
programmed path. For example, Woodward et al. (2018) state that CAs should explicitly admit and confirm 
failure when they are not able to provide a reasonable response to the user. In fact, Woodward et al. (2018) 
emphasize that CAs should simply reply with "I don't know" when they really are not able to provide an 
otherwise satisfying response. 

The Information strategy is more advanced in comparison to simple confirmation. The CA will attempt 
to explain the situation, provide potentially helpful messages or feedback on the error. For example, if the 
CA is programmed to only accept a certain set of characters or a certain language type like strictly formal 
language, the CA may fail to understand informal language (e.g., slang) and thus explain to the user that 
the CA requires a specific input to be useful. For example, Dzikovska et al. (2010) use two different policies. 
In the first, a misunderstanding was assumed in case of a user was always given the correct answer to the 
question in response to the utterance. In the second policy, the user was given a help message with a hint 
to the correct answer in case of an incorrect answer. 

Disclosure is similar to the information strategy in that it seeks to educate the user on how to solve a 
potential breakdown. However, there is a significant difference. Disclosure does not specifically and directly 
address the error or breakdown. Instead, the CA may disclose itself as a CA or computer artifact and 
exposing its weaknesses and competencies. For instance, a CA may be perceived as a real human being and 
set unrealistic expectations; thus the agent may disclose itself to the user and, in doing so, set realistic 
expectations as the user will know that the counterpart does not possess human intelligence (Grimes et al. 
2021). Further, by disclosing weaknesses and competencies, the user will be informed of the skills and 
potential shortcomings of the CA and, thus, further refining the users' expectations and understanding of 
the CA. This may result in a higher acceptance as the user will exactly know what the CA is good for and 
what not. For instance, Mozafari et al. (2021) studied the impact of disclosing to users that the service 
encounter is provided by a CA. No additional studies in our dataset were found that looked more closely at 
this category of recovery strategy. Thus, this could be a potential direction for future research. 

The Social recovery strategy addresses the human aspects of human-agent conversation by introducing 
typically human behavior into the dialogue. One expression of this is the CA apologizing for the breakdown 
or errors and, in doing so, trying to appeal to the users' empathy and understanding similar to that which 
is shown in human-human conversations (e.g., Engelhardt et al. 2017). Additionally, the CA may try to 
compensate the user. In this case, the compensation may be emotional (e.g., further apology or inclusion of 
social cues) or non-emotional by, for example, offering other incentives to continue the conversation and 
attempt to recover. As a third expression of the social strategy, the CA may partake in pausing and turn-
taking, which is similar to human-human conversation where parties will sense when to converse and when 
not to (e.g., Gunkel 2016). Currently, there are many efforts in research to make CAs more human through 
the application and implementation of social design elements (Zierau et al. 2020) or gamifying design 
elements (Benner et al. 2021). This certainly includes the reaction to conversation breakdowns. Therefore, 
the category social seems to be vital within the breakdown recovery strategy. What is striking, however, is 
that this category is hardly ever used on its own. 

Solve as a strategy is goal-oriented in the sense that the CA tries to actively solve the breakdown by 
providing a solid solution. One example of this strategy is to provide an alternative that is most likely to 
what the user wants based on the conversation so far. This recovery strategy is similar to "taking an educated 
guess" in human-human conversation. Similar to this approach, the CA may also provide the user with a 
list of options that potentially solve the problem. Moreover, the CA may also offer pre-programmed 
utterance templates to the user and encourage the user to use them to attempt recovery. For example, when 
the user uses some type of language or expression the CA cannot process, the CA may offer a set of 
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utterances that the CA will certainly understand. Such a recovery strategy can be observed within the study 
of Marge and Rudnicky (2019). Lee et al. (2007) employ so-called "utterance templates" as breakdown 
recovery strategies. These templates include specific instructions and utterances for the user to execute to 
recover from a conversational breakdown. The crucial distinction from information is that information does 
not provide specific measures to solve a breakdown. 

The Ask strategy is very simple and straightforward. Using this recovery strategy, the CA shifts the burden 
of recovery to the user by employing three different techniques. Firstly, the CA may simply repeat the 
question and thus allow the user to make another request (e.g., Li et al. 2019). Secondly, the CA may ask 
the user to rephrase the request or sentence (e.g., Lee et al. 2007). Thirdly, the CA may (re)prompt the user 
for input, for example, if the first try was unsuccessful or the CA requires more information to provide a 
satisfactory answer (e.g., Stoyanchev et al. 2012). As users are prone to use ambiguous concepts and 
expressions when interacting with CAs, it is only natural that the CA shall ask for clarification (Li et al. 
2019). Additionally, sometimes words can be very closely related and even consist of the same letters, like 
for example, the words "Tokyo" and "Kyoto" which CAs may confuse or not recognize properly since their 
makeup of letters and their lengths is the same, just the ordering is not (Sagawa et al. 2004). 

These six recovery strategies for conversational breakdowns in human-agent conversation used individually 
or in combination. For instance, Litman et al. (2006) used a combination of the categories ask and social. 
In this case, the CA replied, "Sorry I can't understand you, can you please repeat your utterance?", when it 
was facing a breakdown in the conversation. Another combined strategy can be found in the study of 
Engelhardt et al. (2017). After the CA has apologized to the user for non-understanding him/her, the CA 
provided the user with potential problem-solving options. Although we have divided our paper and the 
recovery strategies mentioned therein into the aforementioned six categories, it is certainly feasible and 
likely that additional recovery strategies may emerge in the future. In the following discussion, we present 
three examples of potential future research avenues to further develop conversational breakdown strategies 
and expand our presented conceptual recovery strategies. 

Discussion and Contributions 

This study aims to advance the state-of-the-art conversational breakdown recovery strategies for human-
agent interaction. As a result of analyzing and grouping those strategies in a concept matrix, we provided a 
comprehensive view of them. We can observe the growing significance of these strategies since research is 
showing continuous growth during the last few years, as well as the importance to gain a deeper 
understanding of the outcomes of their implementation in a wide range of contexts as the research seems 
to be in a rather early stage. In this section, we discuss and provide future pathways for research, beginning 
with the state-of-the-art strategies identified in this literature review.  

Circling back to the initially presented three criteria by Moore and Arar (2019), which essentially refer to 
the CAs ability to adapt to changing conversation flows (1), efficient conversation minimizing the amount 
of dialog (2) and using effective behavioral mechanisms to identify and correct (i.e., prevent or recover) 
conversational problems, we presented our recovery strategies. These strategies adhere to these three 
criteria but differ in their potential use for varying scenarios or configurations of CAs. Researchers and 
practitioners need to be able to assess the use of these strategies. Thus, we want to present our assessment 
of conversational breakdown recovery strategies and their potential use for different scenarios and 
configurations of human-agent interaction. So, we compiled an overview of our assessments for potential 
future additions to recovery strategies (see Table 3), which we deem as valuable.  

The first criteria we base our assessment on is the action type. A CA can either actively (e.g., admit failure 
or apologize) or passively (e.g., using cues or hints) try to recover from a breakdown. For an active recovery, 
we assess that all strategies other than persuasion may be applied because direct and active persuasion may 
be perceived as disturbing or disrespectful. We assess that confirmation, solve, ask, and handover are not 
possible for passive recovery, as all these strategies require active intervention by the CA. Information and 
disclosure may be useful if applied in a subtle manner. For passive recovery, persuasion may prove useful 
as persuasion itself should be applied in a subtle way to not disturb the user. For the channel, we assess that 
all strategies are useful for text-based communication with some limitations on the social strategy as speech 
can transmit potentially rich information during interaction (e.g., tonality). For voice communication, we 
find that all strategies, but disclosure and handover are suitable. Disclosure may be used to inform about 
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strengths and weaknesses but not to disclose the CA as the user will most likely already know (e.g., Alexa). 
Handover is a difficult topic in this regard, as users may experience social anxiety and prefer easier text-
based communication with real humans. Concerning the error type, we assess that only confirmation, solve, 
and ask may be useful strategies due to the difficult nature of misunderstandings in communication, which 
is often true to human-human conversation. For example, providing alternatives (e.g., earlier example 
"Tokyo" vs. "Kyoto") seems reliable, whereas disclosure or handover may not be, as the CA may not be able 
to comprehend the issues and its own mistake leading to the misunderstanding. For non-understandings, 
we assess basically all strategies to be useful in one way or another.  

Based on the results of our study, we can give implications for future research projects, namely: about the 
handover of a CA, the supported user group, and motivating design components of CAs. We explain our 
thoughts on the potentials for these strategies in the following.  

Strategy 

Action type Channel Error type 

Addition Active Passive Text Voice Mis-understand Non-understand 

Confirmation + – + + + + No 

Information + o + + o + No 

Disclosure + o + o – + No 

Social + + o + o + No 

Solve + – + + + o No 

Ask + – + + + + No 

Handover + – + – – + Yes 

Persuasion – + + + o + Yes 

Assessment rating scale: + (suitable), o (adaptions necessary), – (not usable) 

Table 3: Assessment of Recovery Strategies 

Handover: When analyzing literature involving breakdowns of CAs, we discovered that in the existing 
research, the handover from the CA to the human is extremely rarely discussed in the context of 
conversational breakdown recovery, although handover and characteristics are a current research interest 
(e.g., Poser et al. 2021 investigate CA-human handover and time delay during the handover process). This 
seems rather surprising since many real-world implementations of CAs frequently delegate the 
conversation to a human employee if the conversation breaks down and the CA cannot help. For example, 
many internet services that employ CAs for customer interaction to leverage the strengths of this technology 
(e.g., around-the-clock availability and low maintenance cost) have their CAs set up in the way that if the 
CA fails, the option to contact a real person is provided. In the context of our breakdown recovery strategies, 
this can be seen as a combination of existing recovery strategies extended by a potentially novel handover 
strategery. To hand over the conversation to a real human, the CA will first have to acknowledge the failure, 
thus using the confirmation strategy. Next, the CA will try to salvage the situation by suggesting a handover 
and hence using a solve strategy to find a solution for the interacting user. Therefore, our conceptual 
overview of six breakdown recovery strategies may be expanded by a seventh handover strategy. However, 
we chose not to do so since our focus was to derive strategies from literature, and we did not find any 
relevant literature on this subject. Nevertheless, we want to highlight this interaction as a potential new 
recovery strategy future research avenues may confirm. Although we believe that a CA should be designed 
to solve problems and user inquiries on its own, even if there are mis- or non-understandings, we believe it 
would be useful to investigate when exactly a handover to a human is required. For instance, as a final 
fallback strategy for when all other strategies fail. In this sense, critical situations could be identified in 
which recovery strategies are ineffective, necessitating the use of humans. It would be interesting to 
investigate whether this undermines trust in the CA and its competence in this regard. It would also be 
interesting to learn whether the user or customer is still satisfied with the overall experience of the 
interaction afterward or if this impacts their attitude toward CAs. To investigate this, we propose that it 
should be studied empirically in a real-world setting. An initial starting point could be the examination of 
influencing factors on the perceived usefulness. For instance, one could examine the time delay until the 
handover has been conducted and its impact on perceived usefulness.  
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User Group: We also discovered that the literature makes little distinction between external and internal 
users. This raises whether the breakdown strategies for internal users, such as employees who contact the 
chatbot, should be designed similarly to the breakdown strategies for external users. Moreover, many 
studies rely on students for experimentation which is an understandable choice from a practical perspective. 
However, the transferability to a real-world context and application may be questioned. Additionally, some 
studies use very small samples of about 10 test subjects for their empirical evaluation. With such a small 
sample, the empirical results may be questioned as well. While you must consider reputational damage or 
dissatisfied customers when dealing with external users, the costs associated with internal breakdowns are 
largely unknown. In this regard, it would be interesting to see what disadvantages conversational 
breakdowns currently cause for internal users and whether the associated costs, such as time lost due to CA 
not understanding you, can also be quantified. However, not only is the distinction between internal and 
external important but so is the distinction between user groups. The question here is whether different 
breakdown strategies for different user groups are required to avoid the "one strategy fits all" approach. 
There will almost certainly not be a single breakdown recovery strategy that all user groups fully grasp. 
Thereby, to meet the demand for a good experience, several breakdown recovery strategies would have to 
be developed and designed to include all possible cultures and backgrounds. The agents' ability to adapt to 
the user is therefore required in this case. With ever-improving technology, implementing this adaptability 
will only be a matter of time. In this sense, we can envision a series of studies on the personalization or 
individualization of CAs to determine which recovery strategy is best suited to what user groups. 

Persuasive System Design: Another potential lead to extend the capabilities of breakdown recovery is 
the inclusion of persuasive design elements like clues, hints, or nudges in the CAs design; potentially even 
design elements that transform human-agent interaction into a gameful or playful experience. Such 
persuasive design elements are design modifications and mechanics that may encourage the user to behave 
in a specific way (Fogg 1998), although CAs on their own already can be seen as persuasive social actors 
(Fogg 2003). Nevertheless, designing CAs with persuasive elements is a current research interest and may 
prove a valuable addition to strategies for conversational breakdown recovery. For example, the CA may 
motivate the user to stay engaged in the interaction and provide additional information to help the CA 
recover from a potential breakdown and thus keep the conversation alive (Benner et al. 2021).  

Overall, these three leads may prove as potentially valuable extensions to support theoretical contributions 
on conversational breakdown strategies. Additionally, while analyzing the relevant literature, we found that 
many studies only investigate whether a recovery mechanism is effective or not. However, the degree of 
effectiveness remains unclear, especially in comparison to other existing recovery strategies. An 
investigation of quantifiable effects of conversational breakdown strategies and combinations thereof, as 
we have observed strategies to be combined frequently, may prove another valuable lead for future research. 
We want to encourage fellow researchers and practitioners to pursue these leads and contribute to this 
important topic for human-agent interaction. To provide a starting point for future research avenues, we 
present the following research questions researchers may use:  

Q1: How can handover be used for conversational breakdown recovery?  
Q2: What is the distinction between internal and external users in human-agent interaction? 
Q3: How can persuasive system design be used for conversational breakdown recovery? 
Q4: What is the quantifiable effectiveness of each conversational breakdown recovery strategy?  

Conclusion 

Our goal was to address the state of art concerning conversational breakdown recovery strategies when 
interacting with CAs. Therefore, we conducted a systematic literature analysis across several databases and 
organized our findings in table 1. In total, we provide a two-fold contribution to research and practice with 
our research paper. Firstly, by conducting a systematic literature analysis, we describe the current status of 
the research on conversational breakdown and recovery strategies thereof. Simultaneously, our review 
covers the current state-of-the-art recovery strategies for conversational breakdowns. We describe what 
strategies are used. Additionally, we derive generalized categories for the recovery strategies that all have 
their unique characteristics. Secondly, we shed light on the issues that persist in the research area of 
conversational agents, conversational breakdowns, and recovery strategies. We observe that the community 
is still faced with a low level of applicability and transparency of conversational recovery strategies. This 
circumstance becomes very clear as some authors do not specify the employed recovery strategies in detail 
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or what and how they address (e.g., Frampton and Lemon 2008; Komatani et al. 2009; Rieser and Lemon 
2011). Consequently, we encourage future research to position and formulate recovery strategies. This bears 
the potential to foster transparency when interacting with CAs and minimizing distrust as well as 
dissatisfaction. We also anticipate doing so will provide more guidance for other CA designers and 
developers when instantiating respective recovery strategies into CAs.  

Despite us following established guidelines and research methodology to rigorously analyze the identified 
literature on conversation breakdowns when interacting with CAs, our paper does not come without 
limitations. First, the scope of this SLA cannot claim to be fully exhaustive, as we did not cover all existing 
databases and potentially excluded some relevant literature by year, for example. Second, analogous to the 
selection of databases, our selection of keywords may not cover all possible areas of research that cover 
recovery strategies, although we addressed this limitation by rigorously conducting a forward and backward 
search process. However, we intended to reach a representative coverage of literature in the domain of CAs 
by applying a rigorous research method for searching and analyzing the papers. Third, the presented 
recovery strategies of CAs are rigorously derived from the prior analyzed research on conversation 
breakdowns. The categorization, however, may not be fully objective, as we had to make decisions on how 
to categorize our findings. Thus, a certain residual level of uncertainty and subjectivity remains as this 
process involves individual human judgment.  

As we analyzed the literature and our findings, we noticed a pattern present in CAs and their breakdown 
recovery strategies. Many CAs use information or ask strategies for breakdown recovery (e.g., Gnewuch et 
al. 2017; Litman et al. 2006); some even combine both strategies (e.g., Bohus and Rudnicky 2005; 
Dzikovska et al. 2010; Kocaballi et al. 2020). These two strategies have a certain persuasive element in the 
way they function. For example, CAs can tell the users that providing more information can improve and 
prevent a conversational breakdown, thus nudging the user to comply with the CAs preventive mechanisms. 
As such, digital nudging (Thaler and Sunstein 2009) can be used to implement breakdown strategies with 
small design features and persuade the user to help the CA prevent a breakdown. This theme is currently 
being recognized by other authors as well, as they take up the beneficial properties of persuasiveness in CAs 
(Benner et al. 2021). In total, we provided an overview of existing research on recovery strategies for 
conversational breakdowns and possible future research directions on this topic with a hint towards 
persuasive features. We hope our contribution will help researchers and practitioners to design breakdown 
resilient CAs and continue research on this important topic. 
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