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Abstract
Facilitated by AI technology, the phenomenon of cognitive automation extends the scope of deterministic business process 
automation (BPA) through the probabilistic automation of knowledge and service work. By transforming work systems 
through cognitive automation, organizations are provided with vast strategic opportunities to gain business value. However, 
research lacks a unified conceptual lens on cognitive automation, which hinders scientific progress. Thus, based on a Sys-
tematic Literature Review, we describe the fundamentals of cognitive automation and provide an integrated conceptualiza-
tion. We provide an overview of the major BPA approaches such as workflow management, robotic process automation, and 
Machine Learning-facilitated BPA while emphasizing their complementary relationships. Furthermore, we show how the 
phenomenon of cognitive automation can be instantiated by Machine Learning-facilitated BPA systems that operate along 
the spectrum of lightweight and heavyweight IT implementations in larger IS ecosystems. Based on this, we describe the 
relevance and opportunities of cognitive automation in Information Systems research.

Keywords  Cognitive automation · Knowledge work · Artificial intelligence · Machine learning · Cognition · Automation

JEL classification  M15 · L21 · C6

Introduction

Artificial Intelligence (AI), which is facilitated by techno-
logical advancements in algorithms, computing power, and 
data storage during the last decades (von Krogh, 2018), 
offers novel ways of automating business processes, using 
Machine Learning (ML) as today’s most prevalent instan-
tiation of AI (Janiesch et al., 2021). Among other related 
terms, such as intelligent automation (Coombs et al., 2020) 
or hyper automation (Park, 2018), ML-facilitated business 
process automation (BPA) instantiates the novel phenom-
enon known by the term “cognitive automation”: Cogni-
tive automation aims at automating or augmenting tasks and 
processes seizing ML algorithms that facilitate processing 
structured and unstructured data, leading to probabilistic 
outcomes (Butner & Ho, 2019; Lacity & Willcocks, 2018b). 

In BPA, this allows us to move beyond deterministic, rule-
based automation as ML-facilitated BPA now takes over 
certain degrees of cognition, which poses the next evolu-
tionary step beyond IT-facilitated BPA approaches such as 
workflow management (WfM) and robotic process automa-
tion (RPA) (Hofmann et al., 2020a, b; Lacity & Willcocks, 
2018b; Syed et al., 2020; Van Der Aalst et al., 2004). This 
opens up novel opportunities of automation in the field of 
knowledge and service work (Coombs et al., 2020). Facili-
tated by AI technology (AIT), respectively ML, cognitive 
automation now further extends the scope of automation 
through automating cognitive knowledge and work (Coombs 
et al., 2020; Drucker, 1993). Thus, we refer to the broader 
phenomenon of cognitive automation as seizing ML for 
automating knowledge and service work to realize value 
offered by AI, which is based on implementing artificial 
cognition that mimics and approximates human cognition 
in machines.

By transforming knowledge and service work through 
cognitive automation, organizations are provided with vast 
strategic opportunities to gain business value (Coombs 
et al., 2020). Businesses can further increase their levels 
of automation and/or reengineer their business processes 
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such as deploying voice or chatbots for handling customer 
requests in service desk departments, performing automated 
criticality screenings of contracts in legal departments, or 
automatically translating texts or spoken language. Through 
these new automation opportunities, companies can gain 
competitive advantage by enhancing process efficiency and 
effectiveness (Zarkadakis, Jesuthasan, & Malcolm, 2016). 
Therefore, cognitive automation is a strategic enabler of 
business transformation and productivity improvements, 
driving enterprise, customer, and employee value (Lacity 
& Willcocks, 2018b, 2021). This is reflected in the market 
size of cognitive automation that in 2020 was estimated on a 
level between $50 billion $150 billion (Lacity & Willcocks, 
2021). Furthermore, BPA approaches such as ML-facilitated 
BPA, RPA, and WfM are predicted to evolve beyond com-
pany boundaries facilitating the automation of interorganiza-
tional transactions (Lacity & Willcocks, 2021). This causes 
large impact on business ecosystems and electronic markets, 
ultimately impacting the future of work.

Research need and approach

In cognitive automation, various professions, disciplines and 
streams of research intersect, particularly the fields of Cog-
nitive Science, Automation Research, and AI. All of these 
contribute different concepts helping to understand cogni-
tive automation. Furthermore, systems that instantiate cog-
nitive automation operate in and on larger complementary 
IS ecosystems. Thus, to make cognitive automation more 
predictable and explainable for both research and practice, 
we need to grasp the phenomenon as a whole, i.e., meticu-
lously integrate different concepts and technologies that the 
cognitive automation ecosystem exhibits.

We deem the use of “cognitive automation” as most 
appropriate in this paper considering the multitude of exist-
ing terms that are used for describing novel ML-based 
approaches for automating knowledge and service work in 
front and back office processes: First, it appeals to the phe-
nomenon that we intend to grasp, not merely to a technology, 
which is means-to-an-end. Second, we aim to provide a real-
istic view of the potential that our phenomenon of interest 
bears for front and back office automation. Thus, we limit 
the scope to cognition – i.e., “[…] all processes by which 
the sensory input is transformed, reduced, elaborated, stored, 
recovered, and used (Neisser, 2014, p.4) – rather than intelli-
gence per se, which can be broadly defined as the ability that 
surrounds cognitive processes and facilitates them (Winfield, 
2020). This shall allow for a fine-grained conceptualization 
of what is being automated by using ML as the term intel-
ligence in its breadth poses an IS frontier rather than being 
currently realized.

To facilitate this knowledge creation process, we con-
ducted a Systematic Literature Review (SLR) in 2020 
(vom Brocke et al., 2015; Webster & Watson, 2002). In 
that, our SLR’s search scope is defined along the dimen-
sions of search process, source, coverage, and techniques 
(vom Brocke et al., 2015): We applied a sequential search 
process using scientific databases as a source for our SLR. 
The database-driven approach helped us not neglect more 
recently published work, which is often the case in merely 
journal-based SLRs. Our literature search aims at reaching 
a representative coverage. We used a comprehensive set of 
search techniques to facilitate this representativity – key-
word search, backward, and forward search.

Accordingly, we searched for literature in various data-
bases relevant to the IS discipline (EBSCO, AISeL, Emer-
ald, IEEE Xplore, JSTOR, and Science Direct). We used 
the search strings “cognitive automation” and combina-
tions of “cognition”, “automation”, “artificial intelligence,” 
and “machine learning”. In addition to that, we conducted 
a backward and forward search on this basis to increase 
the representativity of our search scope. This helped us to 
integrate and structure distinct concepts as well as technol-
ogy- and phenomenon-oriented perspectives on cognitive 
automation. Furthermore, this allowed us to derive a selec-
tion of themes that shall guide future research on cognitive 
automation in IS. We note here that we did not restrict the 
scope of our conceptualization merely to cognitive automa-
tion but also investigated its relationships to deterministic 
BPA approaches. We only deemed publications relevant to 
this fundamentals article that can be viewed as either “fun-
damental” components of the knowledge base on cognitive 
automation and its related or grounding concepts (i.e., well-
cited) or that were highly suitable and timely for address-
ing our phenomenon of interest (i.e., mainly more recent 
publications). This selection process led to 37 papers that 
we thoroughly analyzed.

In the remainder of this paper, we first elaborate on the 
constituting concepts of cognitive automation to shed light 
on its grounding. In addition, we provide an overview of 
the major BPA approaches such as workflow management, 
robotic process automation, and Machine Learning-facili-
tated BPA while emphasizing their complementary relation-
ships in the ecosystem of BPA solutions. On this basis, we 
provide an integrated conceptualization of the phenomenon 
of cognitive automation. Finally, we describe the relevance 
and opportunities of cognitive automation in research on 
Information Systems (IS) against the backdrop of electronic 
markets (see also Alt & Klein, 2011).

Overall, this paper shall serve as a terminological basis 
and a unified conceptual lens for advancing our understand-
ing of cognitive automation by relating it to and delimitating 
it from rule-based automation research (e.g., Hofmann et al., 
2020a, b). Furthermore, we intend to clarify the positioning 
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of cognitive automation at the intersection between BPA and 
AI by specifically considering its most prevalent technical 
implementations, i.e. ML and Deep Learning (e.g., Janiesch 
et al., 2021). Ultimately, this shall contribute to a more real-
istic, less hype- and fear-induced future of work debate on 
cognitive automation.

Conceptual foundations of cognitive 
automation

Cognition and automation

Cognition has been studied in a variety of research fields. 
Thus, there is no general or universal definition of cogni-
tion that fits the purpose of each discipline at once (Ger-
shenson, 2003). For this paper, we refer to a definition of 
cognition that deciphers the process of developing knowl-
edge and understanding. This deems appropriate as we link 
the concept of cognition to the context of task and process 
automation: “’Cognition’ refers to all processes by which 
the sensory input is transformed, reduced, elaborated, 
stored, recovered, and used. […] Such terms as sensation, 
perception, imagery, retention, recall, problem-solving, and 
thinking, among many others, refer to hypothetical stages 
or aspects of cognition” (Neisser, 2014, p.4). Furthermore, 
we narrow down our terminological scope of cognition to 
the notions of human and artificial cognition (Gershen-
son, 2003). Human cognition is the most intensely covered 
stream of cognitive science. Artificial cognition refers to 
a phenomenon instantiated by systems often called cogni-
tive machines such as expert systems, robots, and software 
agents built by us humans to mimic human cognition (Ger-
shenson, 2003; Nobre et al., 2009). In the vein of artificial 
cognition, cognitive machines are used to approximate and 
mimic what Kahneman (2015) calls system 2 thinking, 
which is logical, rather effortful, and conscious, and follows 
the probability theory paradigms. Humans are superior in 
system 1 thinking, which refers to affective, fast, emotional, 
ad-hoc, stereotypic, subconscious thinking that is primarily 
related to human intuition and creativity (Kahneman, 2015). 
IS researchers have explored the design, use and integration 
of cognitive machines in distinct socio-technical contexts. 
This shall extend and advance both individual and organi-
zational capabilities in terms of information processing, 
decision-making, and problem-solving capacities through 
human-computer interaction (Nobre et al., 2009). In the 
realm of artificial cognition, seizing a cognitive functions 
lens, recent research finds cognitive machines to outperform 
humans in perceiving and reasoning, while humans still play 
a dominant role in the cognitive functions of decision-mak-
ing, learning, and planning (Stohr & O’Rourke, 2021). In 
this vein, Hofmann et al. (2020a) derive a set of AI functions 

from cognitive abilities – in particular, perceiving, feature 
extraction and identification, reasoning, predicting, decision-
making, generating, and acting. Similarly, Rai et al. (2019) 
also use the cognitive function lens to explain AI as the 
ability to perform cognitive functions, which relates to the 
differentiation between intelligence and cognition that we 
introduced earlier in this paper. This explains why we use the 
concepts of cognitive functions as well as artificial cognition 
as the conceptual glue for grasping cognitive automation in 
this paper.

Automation refers to the full or partial “execution by a 
machine agent (usually a computer) of a function that was 
previously carried out by a human” (Parasuraman & Riley, 
1997, p.231), and is viewed to be a possibility for humans 
to extend their tool and machine capability. In automation 
research, three groups of automation are generally distin-
guished: mechanical automation, information and control 
automation, and combinations of these two (Fasth-Berglund 
& Stahre, 2013). While mechanical automation focuses on 
the automated execution of physical tasks and processes, 
information and control automation refers to non-physical 
automation, such as in business tasks and processes.

Cognitive automation focuses on automating knowledge 
and service work (Coombs et al., 2020; Drucker, 1993) and 
thus necessarily involves the automation of information 
and control, which is a particularly important perspective 
on automation in IS. From an information and control per-
spective, there are four types of automation structured along 
the stages of human information processing: (1) automated 
information acquisition, (2) automated information analysis, 
(3) automated decision selection, and (4) automated action 
implementation (Parasuraman et al., 2000). Along the dif-
ferent types of automation, the degree of automation can 
continuously vary. Thus, cognitive automation is a matter 
of degree, not of kind.

It is important to emphasize that even high levels of auto-
mation should not be confused with the term of “autonomy”, 
although the concepts are related. Autonomy refers to an 
entity’s or agent’s ability to act self- determined and inde-
pendently (Janiesch et al., 2019). In that, automation poses 
a necessary condition for machine autonomy, which can 
be reached if all cognitive functions described above are 
performed by a machine without human intervention and 
responsibility (Janiesch et al., 2019).

In this paper, we focus on ML-facilitated BPA, which we 
refer to as the most prevalent instantation of the phenom-
enon of cognitive automation. BPA uses process and task 
descriptions for guiding the performance of business activi-
ties (Hofstede et al., 2010). BPA is a part of the field of Busi-
ness Process Management, which has its roots in the field 
of WfM (W. M. P. van der Aalst et al., 2018). Especially, 
in recent years RPA has evolved as a novel form of BPA, 
which uses an ‘‘outside-in’’ approach where the existing 
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information systems remain unchanged aiming for quick 
wins with little investments (W. M. P. van der Aalst et al., 
2018). RPA is based on processing rules leading to deter-
ministic outcomes. Thus, we subsumed RPA as one form 
of deterministic automation approaches in the same vein as 
WfM, which instantiate the phenomenon that we call “rule-
based automation” in this paper.

Delimitating artificial intelligence, machine 
learning, and cognitive automation

AI refers to all techniques facilitating machines to mimic 
human behavior, i.e., reproducing or excelling over human 
decision-making with the goal to solve complex tasks with 
minimal human intervention or completely independently 
(Russell & Norvig, 2021). For the last years, AI has been 
one of the fastest growing research streams within the IS 
domain and has become one of the “hot topics” in business 
and industry practice (Abdel-Karim et al., 2021; Jordan & 
Mitchell, 2015). This is facilitated by steep developments in 
algorithms, computing power, and data storage (von Krogh, 
2018). AI has been categorized in narrow AI and Artificial 
General Intelligence (Gubrud, 1997). This categorization 
has been widely applied in research to clearly define the 
scope of analysis (e.g., Engel et al., 2021a). Thus, when 
referring to AI in this paper, we mean narrow AI rather than 
Artificial General Intelligence. Against the backdrop of con-
tributing to the fundamentals of cognitive automation, our 
reasoning is the following: While the former has already 
proven its feasibility in the real world, the latter is still more 
in the focus of public debates than being technically realized. 
In that, narrow AI refers to an AI exhibiting equal or bet-
ter capabilities than a human in a specific domain of tasks, 
whereas an Artificial General Intelligence is posed to exhibit 
equal or better capabilities than a human in any domain of 
tasks (Gubrud, 1997). To further increase the conceptual 
clarity of cognitive automation, we provide an overview of 

the definitions of AI, ML, as well as cognitive automation in 
Table 1. Furthermore, we integrate the relationships, delimi-
tations, and terminological scope of these concepts to further 
grasp our phenomenon of interest.

Nowadays, the most prevalent technology used for design-
ing, creating, and running cognitive automation revolves 
around ML as a concrete instantiation of AI-specific techno-
logical advancements (Janiesch et al., 2021). However, ML 
is not the only implementation of AI and in the future, there 
might be novel more advanced technologies on the rise such 
as “Quantum Deep Learning”, which refers to algorithms 
currently being developed based on deep quantum networks 
that are facilitated by deep quantum information processors 
consisting of photonic circuits (Pramod et al., 2021). This 
is closely related to the so-called “AI effect” (Haenlein & 
Kaplan, 2019), which describes the tendency of humans to 
only call something AI that is yet not feasible. Once it is 
technically feasible, they do not call it AI anymore but sim-
ply computing. To grasp the most relevant implementation 
of cognitive automation here, we briefly introduce the basic 
concepts of ML.

The following definition of ML grasps its underlying 
mechanism: ML refers to building computer programs that 
improve automatically based on improving a measure of 
performance when executing a task through training expe-
rience (Jordan & Mitchell, 2015). Less mechanistically 
speaking, ML is a set of techniques that revolve around 
training computers to perform tasks based on prior exam-
ples, not only based on predefined rules that are explicitly 
programmed (Wilamowski & Irwin, 2018). The notion of 
“learning” in ML can thus be described as inferring models 
to explain observed data, which shall enable a machine to 
make predictions about future data, and to make decisions 
based on these predictions (Ghahramani, 2015). Generally, 
there are two main types of ML approaches: Supervised 
(labeled data) vs. unsupervised (unlabeled data) ML (Rus-
sell & Norvig, 2021). ML systems are trained rather than 
programmed, which refers to the goal of learning patterns 

Table 1   Integrated phenomenon-oriented definition and delimitation of cognitive automation

Artificial Intelligence Machine Learning Cognitive Automation

Artificial Intelligence refers to all techniques 
facilitating machines to mimic human behav-
ior, i.e., reproducing or excelling over human 
decision-making with the goal to solve com-
plex tasks with minimal human intervention 
or completely independently

(Russell & Norvig, 2021)

Machine learning refers to building computer 
programs that improve automatically based 
on improving a measure of performance 
when executing a task through training expe-
rience (Jordan & Mitchell, 2015)

Cognitive Automation refers to seizing ML for 
automating cognitive knowledge and service 
work to realize value offered by AI, which is 
based on implementing artificial cognition 
that mimics and approximates human cogni-
tion in machines

Conceptual Relationships and Scope
Superordinate phenomenon: Includes 

machines performing existing and new tasks 
and/or processes, producing decisions and/
or solutions

Technological means: Machine Learning is 
the most prevalent technical implementation 
of (narrow and weak) AI

Intersection of AI and BPA: Defined by the 
purpose of creating value through automating 
or augmenting existing cognitive tasks and/or 
processes using ML
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and relationships from previous examples (Bishop, 2006). 
By automating the task of building analytical models, cogni-
tive functions can be performed by machines such as object 
detection, speech and image recognition, or natural language 
processing (Janiesch et al., 2021). In recent years, an intense 
driver of advancements in ML has been its subfield of Deep 
Learning (Pramod et al., 2021). Deep Learning is an ML 
concept based on artificial neural networks, which have been 
developed according to information processing in biological 
systems replicating or at least approximating human cogni-
tion (LeCun et al., 2015). These advancements in ML have 
facilitated the pervasive impact on business and personal 
lives by providing increasingly human-like cognitive capaci-
ties, which also significantly shapes networked interactions 
in electronic markets (Janiesch et al., 2021).

Cognitive Automation refers to seizing ML for automat-
ing knowledge and service work to realize value offered by 
AI, which is based on implementing artificial cognition that 
mimics and approximates human cognition in machines. 
This leads to a new allocation of cognitive functions – i.e., 
perceiving, reasoning, decision-making, learning, and plan-
ning – between humans and machines (Stohr & O’Rourke, 
2021). While the phenomenon of cognitive automation 
is driven by the purpose of automating existing cognitive 
tasks and processes, AI is less specific in its purpose as it 
comprises both existing and potentially new tasks and/or 
processes.

Overview of business process automation 
approaches

To clearly explain the relation between the broader concept 
of cognitive automation and the narrower field of BPA, we 
provide an overview of BPA approaches such as WfM, RPA, 
and ML-Facilitated BPA in Table 2. This shall serve as a 
foundation for clearly delimitating cognitive automation 
from rule-based automation approaches in the field of soft-
ware robots in the next chapter (Hofmann et al., 2020a, b; 
Kroll et al., 2016).

WfM as the early beginnings and still widespread and 
valid foundation of BPA can be viewed as an answer to 
the call for seizing the opportunities of IT for managing 
business processes in an automated manner (W. Van Der 
Aalst et al., 2004). A prominent example includes process-
ing of customer payments through multiple departments of 
a bank in an end-to-end manner – known by the name of 
straight-through processing. In WfM, business processes are 
designed on a higher level of abstraction before the design 
and implementation of the respective IS and organizational 
structures and processes is pursued (W. Van Der Aalst et al., 
2004). WfM is instantiated as generic software packages 
that take on the information logistics of business processes Ta
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using structured data about these processes. Functional areas 
include the decomposition of processes from applications, 
managing workflows, organizing the process data, and dis-
seminating and routing process information among human 
resources and application programs (W. Van Der Aalst et al., 
2004). In that, the outcomes of these forms of BPA are deter-
ministic as all business process rules are predefined by a 
human entity and follow if-then structures. In that, WfM 
primarily targets the automation of non-cognitive knowledge 
and service work. As WfM is implemented in an end-to-
end manner with a high level of IT architecture integration, 
it is considered as heavy-weight IT rather than lightweight 
IT. While lightweight IT refers to “[a] knowledge regime, 
driven by competent users’ need for solutions, enabled 
by the consumerisation of digital technology and realized 
through innovation processes”, heavyweight IT refers to “[a] 
knowledge regime, driven by IT professionals, enabled by 
systematic specification and proven digital technology and 
realized through software engineering” (Bygstad, 2017, p. 
182).

In recent years RPA has evolved as a novel form of BPA, 
which uses a lightweight IT, ‘‘outside-in’’ approach where 
the existing information systems remain unchanged aiming 
for quick wins with little investments (W. M. P. van der Aalst 
et al., 2018). RPA refers to “using software to automate tasks 
previously performed by humans that use rules to process 
structured data to produce deterministic outcomes” (Lacity 
& Willcocks, 2018a, p.24).

Rule-based software robots in RPA represent software 
agents that can mimic user actions in order to interact with 
software systems, thus reducing the workload of the human 
agents (Syed et al., 2020). For instance, RPA can be used to 
record and repeat user actions such as copying data out of 
an SAP system, applying business rules to it and inserting it 
to another system. Hofmann et al. (2020a, b) identify three 
main functional areas that summarize the core capabilities 
of RPA: (1) dealing with data, (2) process enhancement, and 
(3) integration of systems. In that, RPA is usually applicable 
when levels of standardization, maturity, transaction vol-
ume, and existence of business rules are all high (Lacity & 
Willcocks, 2018b). According to other criteria, rule-based 
routine tasks with few exceptions and little or no cognitive 
reasoning are most suitable for RPA (Asatiani & Penttinen, 
2016; Zarkadakis et al., 2016). Other archetypical RPA tasks 
include the transfer of data from one software system to 
another such as taking inputs from client emails or excel 
spreadsheets, processing the information in a determinis-
tic manner, and then entering the results into some other 
software systems, such as Customer Relationship Manage-
ment systems (Zarkadakis et al., 2016). Thus, rule-based 
software robots mainly access information systems via the 
frontend (W. M. P. van der Aalst et al., 2018). However, RPA 
can vary in its level of IT infrastructure integration ranging 

from software robots merely screen-scraping user interfaces 
to being deeper embedded in the underlying business logic 
(W. M. P. van der Aalst et al., 2018). Still, RPA is generally 
viewed as lightweight IT that can be implemented in a user-
driven, self-service, low-code manner (Bygstad, 2017).

While RPA relies on so-called rule-based software robots 
that operate according to predefined rules, ML- facilitated 
BPA approaches rely on so-called learning-based software 
robots that develop experience from data (Kroll et al., 2016). 
Learning-based software robots rely on the ability to “[…] 
build patterns, and relationships among data, and apply 
knowledge to solve problems or pose additional pertinent 
questions.” (Lacity & Willcocks, 2018a, p.26). For instance, 
ML-facilitated BPA can be used for routing emails based 
on analyzing their content (e.g., criticality, tonality, topic 
recognition etc.). Thus, machine perception has been found 
to be one prerequisite for ML-facilitated BPA approaches 
and thus for the broader phenomenon of cognitive automa-
tion (Bruckner et al., 2012). Furthermore, software is needed 
to mimic human activities such as perception, developing 
hypotheses, and reason upon them to perform judgement-
intensive tasks (Rainey et al., 2017), which require action 
supported by context in a manner of human rationale (Poosa-
pati et al., 2018). For instance, ML-facilitated BPA can be 
used to automate (parts of) call centers through automati-
cally understanding natural language of callers, developing 
a machine perception of meaning and mimicking the rea-
soning about possible action decisions, such as automated 
routing of an incidents to the right resolver team (Poosapati 
et al., 2018).

This means while RPA is programmed deterministically, 
ML-facilitated BPA tools need to learn from examples of 
prior data in a domain of interest (Rainey et al., 2017). 
Consequently, these systems need to take into account 
vast amounts of details (including structured and unstruc-
tured data) as more business processes require analysis and 
insights that allow controlling them beyond rule-based exe-
cution or prefitted controllers (Bruckner et al., 2012). Thus, 
as explained earlier, in the realm of BPA, the phenomenon 
of cognitive automation is particularly instantiated by the 
application of technologies from the realm of AI, i.e., ML, 
which includes Deep Learning. These technologies are used 
to create machines that perform tasks and processes based 
on context by applying, for instance, natural language pro-
cessing or image recognition, etc. (Poosapati et al., 2018).

Against this backdrop, ML-facilitated BPA solutions are 
more versatile in terms of their categorization as lightweight 
or heavyweight IT (Bygstad, 2017), which means that soft-
ware needed to instantiate the phenomenon of cognitive 
automation is more variable in its particular ease of use and 
its modularity than RPA.

Accordingly, depending on the particular use-case, there 
are pretrained plug-and-play solutions that can be easily 
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added to existing applications, whereas implementing ML-
facilitated BPA solutions can also lead to large scale projects 
of gathering data, readjusting business logics, reorganizing 
databases, and (re)establishing respective data pipelines for 
processing highly voluminous, fast, and heterogeneous data.

An integrated conceptualization of cognitive 
automation

Building up on and extending the conceptual and termino-
logical foundations presented in the previous section, we 
present an integrated conceptualization of cognitive automa-
tion in this chapter (see also Fig. 1). We explicitly demon-
strate how technology, phenomena and automation targets 
are related to reach an integrative multi-facetted view of 
cognitive automation. Furthermore, we point out the com-
plementary relationship between rule-based and cognitive 
automation approaches for non-cognitive and cognitive 
knowledge and service work.

As already emphasized, automating tasks and processes 
has a longstanding tradition in IS research. However, classic, 
rule-based automation research can be described as rather 
deterministic: From a rule-based automation perspective, 
decisions are still made, and resolutions are still chosen by 
human beings, seizing and applying their human cognition 
(Ogiela & Ogiela, 2014). This is due to the fact that rules 
are implemented ex-ante determining the automation out-
come. Accordingly, this means that even if a determinis-
tic system operates seemingly autonomously, it does still 
not make decisions or provides solutions for problems as 
its outcomes are predefined and thus deterministic. Much 
more, the human still conducts decision making and problem 
solving, even though this occurs before the task or process 
is carried out in an automated manner. We subsume these 
deterministic BPA approaches, i.e., RPA and WfM, under 
the term “rule-based automation” as a sub phenomenon of 

Information and Control Automation (see also Phenomena 
in Fig. 1). The primary automation target of rule- based 
BPA is non-cognitive knowledge and service work, which 
for instance includes swivel-chair tasks such as copying and 
pasting data from one system to another one (see also Tar-
gets in Fig. 1).

In cognitive automation, certain degrees of cognition are 
taken over and approximated by machines that provide two 
types of outputs – decisions and/or solutions (von Krogh, 
2018). While decisions refer to conclusions that are reached 
through the deliberation of algorithms based on the data 
available, solutions are defined as alternative courses of 
action for problem resolution (von Krogh, 2018). Thus, 
cognitive automation is a phenomenon that incorporates the 
approximation and mimicking of a certain degree of human 
cognition by machines (i.e., artificial cognition, especially 
system 2 thinking (Kahneman, 2015)) with the primary goal 
to target the automation of cognitive knowledge and ser-
vice work (see also Target in Fig. 1) (Coombs et al., 2020; 
Drucker, 1993). To facilitate the automation of cognitive 
knowledge and service work, cognitive automation operates 
probabilistically rather than deterministically (see also Phe-
nomena in Fig. 1).

From a technology-oriented lens, the particular Informa-
tion Technology (IT) that facilitates the phenomenon of cog-
nitive automation exhibits specific characteristics required to 
transport the capabilities for “producing” decisions or solu-
tions. To seize the automation potential created by the rise of 
AI, nowadays cognitive automation predominantly relies on 
ML (Butner & Ho, 2019; Lacity & Willcocks, 2018b), which 
we introduced in the conceptual foundations section of this 
paper. To incorporate the respective advancements in algo-
rithmic capabilities, computing power, and data storage, we 
use AI Technology (AIT) as the technology-oriented label 
to describe the particular subset of Information Technology 
(IT) that specifically serves as the technological facilita-
tor of the phenomenon of cognitive automation (see also 

Fig. 1   Integrated conceptualiza-
tion of cognitive automation
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Technologies in Fig. 1). The delimitation of phenomena and 
technologies should not be interpreted dichotomously but 
continuously, which provides researchers with the opportu-
nity to contribute to theoretical work explaining and guiding 
the journey on this continuum.

Even though rule-based automation operates determinis-
tically and cognitive automation probabilistically, they are 
nevertheless highly synergistic and complementary phe-
nomena (see also complement in Fig. 1) that form a sym-
biosis if the underlying technology is orchestrated correctly 
(Lacity & Willcocks, 2018b, 2021). These complemen-
tary relationships impact the way how non-cognitive and 
cognitive knowledge and service work can be automated 
in an integrated manner. We have visualized this reason-
ing in Fig. 1 through the “complements” boxes to show 
that both the phenomena as well as the automation targets 
are interdependent as they imply a need to be orchestrated 
and interwoven efficiently and effectively for achieving the 
intended business value – i.e., rule-based automation indi-
rectly affects cognitive and cognitive automation also indi-
rectly affects non-cognitive knowledge and service work. 
For instance, when automating the handling of customer 
request that reach a service center through channels such 
as email or phone, cognitive automation, e.g., image, text 
or voice recognition algorithms, can be used to preselect an 
appropriate resolution option and provide a routing deci-
sion to a particular rule-based automation software agent 
that executes the remaining steps in a deterministic manner 
(Lacity & Willcocks, 2018b). Such complementary relation-
ships between automating cognitive work and automating 
non-cognitive work also exist between automated parts of 
work and non-automated parts that are still conducted by 
humans. Thus, research has identified multiple strategies 
of automating knowledge and service work as proposed by 
Sampson (2021): the augmentation, deskilling, automation, 
and centralizing strategy. The selection of the particular 
strategy depends on the degree of required creative skills 
and required interpersonal skills of employees when per-
forming a task or process. These also apply to cognitive 
automation and rule-based automation of knowledge and 
service work: The augmentation strategy applies to those 
tasks and processes that require both high interpersonal and 
high creative skills (Sampson, 2021). Here, cognitive auto-
mation would support a professional in task performance. 
The deskilling strategy applies when the required level of 
creativity is not high but still a high amount of interpersonal 
skills is needed to perform the task (Sampson, 2021). Thus, 
this interactive work should be shifted to less expert work-
ers at lower costs (Davenport & Kirby, 2016). These lower 
skilled employees should be simultaneously equipped with 
cognitive automation tools to keep up the level of service 
quality. The automation strategy should be applied when 
both the required creative and interpersonal skill levels are 

low in a task or process (Sampson, 2021). Thus, these tasks 
or processes can ideally be fully carried out by cognitive 
automation in combination with rule-based automation. 
The centralizing strategy refers to a situation where a task 
requires high levels of creative expertise but low levels of 
interpersonal skills. Here, a trained professional should be 
decoupled from customers, and customer interactions should 
be automated (Sampson, 2021).

Relevance and research opportunities

Cognitive automation impacts both organizations and IS 
ecosystems, which requires companies to approach cognitive 
automation initiatives in a strategic manner (Hofmann et al., 
2020a, b). Here, in line with other researchers, we emphasize 
that ML does not pose a “silver bullet” to BPA but that the 
novel opportunities come hand in hand with new challenges 
(Herm et al., 2021, p.302). This is reflected in the matter of 
fact that besides the great potential cognitive automation 
offers, only 26 percent of potential adopter organizations 
state to have particular systems in place, which is rooted 
in the still comparably high price of cognitive automation 
tools, the required amounts of data, and the insecurity of 
organizations due to the unpredictability and probabil-
istic character of outcomes (Lacity & Willcocks, 2018a). 
Combined with the challenge of balancing lightweight and 
heavyweight implementation of cognitive automation (in 
symbiosis with other forms of BPA) in IS ecosystems, this 
offers vast opportunities for researchers. Here, we propose 
a selection of themes that are likely to drive research on 
cognitive automation in IS.

Ecosystem‑ and platform‑oriented research 
opportunities

Electronic markets are becoming more and more data-driven, 
which is facilitated by developments in AI, ML, as well as 
the pervasiveness of data being produced and being acces-
sible (Selz, 2020). In electronic markets, we are faced with a 
variety of distinct stakeholder touchpoints, such as websites, 
apps, and social media platforms, which create large volumes 
of structured, unstructured, and heterogeneous data (Janiesch 
et al., 2021). To create, deliver and capture value from this 
data through cognitive automation, organizations will need 
to overcome challenges that occur on a broader IS ecosystem 
level, which consists of different applications (Hofmann et al., 
2020a, b). This requires orchestrating software robots (i.e., 
cognitive automation and RPA systems) and other informa-
tion systems such as WfM systems as well as applications that 
vary in their “weight” of IT implementation. In this paper, we 
described how organizations can benefit from the symbiosis of 
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ML-facilitated BPA, RPA and WfM against the backdrop of 
the spectrum of lightweight and heavyweight IT. To leverage 
this potential, organizations face the need to balance highly 
integrated and structured solutions vs. so-called meshworks 
created by heterogeneous technological users and agents (Byg-
stad, 2017). Here, research and practice efforts are required 
to manage task sequences across applications in a manner of 
automated learning (Herm et al., 2021).

Furthermore, we pointed out earlier that to maxi-
mize value from BPA requires organizations to manage 
the orchestration of the complementary kinds of BPA 
approaches – i.e., WfM, RPA, and ML-facilitated BPA. As 
a consequence, this has led to a rise in third-party develop-
ers, which creates the challenge for organizations to balance 
the interconnection of internal and external, heavyweight 
and lightweight IT. Currently, it can be observed that this 
increasingly leads to the establishment of so-called platform 
systems, which pose the facilitating centers of larger ecosys-
tems (Bygstad, 2017). This is reflected in cognitive automa-
tion systems operating in and on larger complementary IS 
ecosystems such as using training data sets and open-source 
ML models provided by Google, or platforms such as Micro-
soft Azure, BluePrism, Automation Anywhere, or UiPath, 
as well as by accessing computing power through the cloud 
(e.g., Amazon Web Services), which refers to cloud-based 
platformization (Benlian et al., 2018). Especially, the emer-
gence of novel AI as a service (AIaaS) ecosystems is largely 
impacting the phenomenon of cognitive automation. AIaaS 
is a combination of AI and cloud computing, which fosters 
the diffusion of AI by providing AI capabilities and guidance 
in model development, deployment and (re)configuration 
through the cloud with the objective to increase the afford-
ability and accessibility of AI across industries (Lins et al., 
2021). In that, AIaaS also allows organizations with less-
advanced AI development capabilities to access respective 
resources and integrate them into their own business and IS 
ecosystems, (Janiesch et al., 2021). However, the increased 
use of Infrastructure- Platform-, and Software-as-a-Service 
solutions, on the one hand, facilitates cognitive automation 
but simultaneously leads to competitive platform ecosystem 
tensions among ecosystem players. This calls for research in 
electronic markets on developing novel applications, speci-
fying roles, and innovating business models to thrive and 
survive against the backdrop of AIaaS and their respective 
ecosystems (see also Janiesch et al., 2021).

Sourcing‑ and capability‑oriented research 
opportunities

Furthermore, organizations are challenged to manage the 
tradeoff between plug-and-play solutions and highly individ-
ualized implementations. Thus, researchers and practitioners 

alike will face the challenge of developing strategies on how 
to seamlessly integrate these systems internally while bal-
ancing the spectrum of lightweight and heavyweight IT. 
For instance, research calls for further investigating how to 
process execution exceptions caused by software robots by 
routing them to business process management systems for 
further handling (König et al., 2020). In addition to this tech-
nology management perspective, organizations also need to 
make strategic decisions on whether to build up AI and ML 
skills and knowledge within the organization vs. outsourc-
ing the latter. As cognitive automation skills are still scarce 
on the market, this also opens research opportunities for the 
field of IS education to develop, introduce, and teach new 
courses to the future or existing workforce, which are tai-
lored to cognitive automation (Herm et al., 2021).

Moreover, organizations need to be facilitated to col-
lect available data on tasks or processes that are subject to 
cognitive automation in “non-invasive, privacy-preserving 
manner” internally or seize external vendors of transfer 
learning services in a commodity-oriented manner, which 
offers further research opportunities (Herm et al., 2021, 
p.303). This shows that organizations need to be facilitated 
to develop and deploy ecosystemic strategies for building up 
cognitive automation capabilities, which relates to sourcing 
the required technological and skill-oriented resources for 
leveraging the steep developments in AIT – i.e., advance-
ments in data storage, algorithms, and computing power 
– for automation. Furthermore, BPA is predicted to evolve 
beyond company boundaries facilitating the automation of 
interorganizational transactions (Lacity & Willcocks, 2021). 
In these, the lion’s share of project effort has been found to 
hide in establishing agreements on mutual data standards, 
governance models, compliance, and intellectual property 
(Lacity & Willcocks, 2021). Therefore, this calls for IS 
research on providing decision-support for respective eco-
systemic sourcing strategies, value-cocreation strategies, as 
well as governance mechanisms. This is particularly suited 
for research in electronic markets (Alt & Klein, 2011).

Work system‑oriented research 
opportunities

Besides IS ecosystem-related challenges, organizations face 
a variety of socio-technical challenges to leverage cognitive 
automation for competitive advantage (see also Engel et al., 
2021b). Here, organizations are still struggling to gather 
and process the large amounts of data that are needed to 
train software robots for cognitive automation and face chal-
lenges in the realm of data quality, which is viewed to be 
one of the major challenges of cognitive automation (Bruck-
ner et al., 2012; Engel et al., 2021b; Lacity & Willcocks, 
2018b; Poosapati et al., 2018). Furthermore, organizations 
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are challenged when approaching to transfer algorithmic 
insights, i.e., ML outcomes, between domains, and face 
issues in explaining what happens between data input and 
ML outputs, which leads to the black box character of AI 
(Lacity & Willcocks, 2018b). Here, research has emphasized 
the need for making decisions of cognitive automation tools 
explainable to business users, which may be approached by 
developing novel key performance indicators and respec-
tive visualizations (Herm et al., 2021). Moreover, there exist 
challenges in embedding cognitive automation technology 
in organizations, which refers to the required changes that 
need to be induced into socio-technical systems (Engel et al., 
2021b; Lacity & Willcocks, 2018b). This opens up various 
research opportunities:

Like in physical automation, it is important to avoid 
under- or over-automation when making decisions on cog-
nitive automation initiatives (Fasth-Berglund & Stahre, 
2013). Here, questions arise such as “[h]ow, when, and 
where should leaders be thinking about applying the various 
automation technologies to their businesses” (Zarkadakis 
et al., 2016, p.3). Therefore, substantiated empirical, real-
world facts, methods and tool-support are needed to guide 
the formation of the right cognitive automation strategy. In 
this realm, case- and design-oriented research is needed on 
how to select suitable tasks and processes to be automated 
with cognitive automation, as well as to choose and design 
the right cognitive automation tools (Poosapati et al., 2018). 
Through this, practitioners and researchers alike can be sup-
ported in successfully planning, developing, embedding, and 
perpetuating cognitive automation systems in organizations 
in a manner of technology-driven organizational change 
(“Technochange”) (Markus, 2004). Here, research has 
emphasized the need to further investigate the single phases 
of planning, developing, embedding, and perpetuating cog-
nitive automation systems in a more thorough manner, e.g., 
by developing testing strategies tailored to cognitive automa-
tion to increase the success rates of such initiatives (König 
et al., 2020).

Furthermore, it is necessary to prevent researchers and 
practitioners from merely layering a new technology on 
old, unchanged tasks and processes. Against this backdrop, 
cognitive automation may require an adaptation of respec-
tive tasks, processes, and whole business models (Butner 
& Ho, 2019). This provides vast potential for IS research 
to seize its integrative and interdisciplinary nature to help 
organizations in managing the adaptation of, the interac-
tion between, and the transition from old to new work 
systems (Bruckner et al., 2012). Thus, cognitive automa-
tion will impact how organizations conduct business, and 
how value creation mechanisms function, which ultimately 
affects the future of work. As the number of tasks and 
processes that are candidates for cognitive automation is 
steadily increasing, the workforce of the future will be 

required to re-skill workers towards more unique human 
work (Card & Nelson, 2019). Consequently, organizations 
will have to adapt structures and organizational practices 
and align the new technology with a comprehensive strat-
egy regarding the future of work (Zarkadakis et al., 2016). 
Thus, future research faces the opportunity to investigate 
respective proactive workforce training and change man-
agement practices (König et al., 2020) to mitigate the risk 
of employees distrusting cognitive automation systems 
(Herm et al., 2021). Overall, this shall account for ben-
efitting from the advantages of cognitive automation in a 
responsible manner. In this vein, we can observe that there 
are tasks and processes that are neither purely conducted 
by humans nor purely by cognitive machines. Often, we 
encounter so-called “hybrid intelligence” (Dellermann 
et al., 2019) approaches, where the entities – human and 
machine agent – mutually achieve a higher performance 
than if they acted separately. Thus, investigating cogni-
tive automation in hybrid work settings, i.e., humans inter-
acting with cognitive automation systems, exhibits vast 
potential for future research.

Conclusion

In this fundamental article, we provide an overview of 
the constituting concepts of cognitive automation. On 
this basis, we develop an integrated conceptualization of 
cognitive automation and provide an overview of BPA 
approaches such as RPA, WfM, and ML-facilitated BPA 
while pointing out their complementary relationship in the 
ecosystem of automation solutions. This helps us establish 
a unified conceptual lens for advancing research on cog-
nitive automation and contribute to a more realistic, less 
hype- and fear-induced future of work debate regarding 
cognitive automation. In terms of future research oppor-
tunities, the (renewed) rise of AI that facilitates cognitive 
automation leads to various changes in all socio-technical 
components of organizations and in IS ecosystems, thus 
causing large impact on the core of the IS discipline. By 
extending the deterministic automation logic, which we 
refer to as “rule-based automation” in this paper, through 
taking over certain cognitive functions, cognitive auto-
mation systems require the adaptation, development, and 
integration of (new) constructs, models, methods, and 
theories in IS. This will help to better predict and explain 
the phenomenon of cognitive automation and the effects 
of AIT. Ultimately, this shall support managerial decision 
making on using AI to automate or augment knowledge 
and service work as well as guide the design of such cog-
nitive automation systems towards valuable, sustainable, 
and ethical deployment.
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