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Abstract. High turnover rates within help desks, caused by excessive workloads, 

make the efficient onboarding of novices a persistent and recurring challenge. 

Generative artificial intelligence (GenAI) possesses the potential to augment nov-

ice frontline service employees (FSE) during their onboarding phase. However, 

there is a lack of knowledge on how to design the interaction of FSE and GenAI. 

Thus, following design science research (DSR), we propose a conversational 

agent - called co-agent - that leverages the capabilities of large language models 

and the concept of hybrid intelligence to augment novice FSE. To examine the 

interaction between novices and GenAI given various task difficulties, we derive 

and instantiate two hybrid intelligence meta-designs - a supporter that provides 

recommendations and a collaborator that allows for prompting the coagent. The 

results from an online experiment with 75 laypeople show that novices interact 

with GenAI more frequently and show a higher engagement, especially in diffi-

cult tasks. Overall, we uncover a paradox: Despite an increased interaction and a 

greater time investment, FSEs experience a lower perceived workload with a 

GenAI-based collaborator. From that, we derive implications for designing em-

ployee-facing co-agents in customer services. 

Keywords: Generative AI, Hybrid Intelligence, Customer Service. 
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1 Introduction 

Onboarding new employees in customer service poses a recurring challenge, especially 

given the high turnover rate of up to 70% for new hires in customer support [48]. Fur-

thermore, the situation is complicated by the high time-to-performance of new call cen-

ter agents which make up more than six months on average [3] due to the high workload 

initially experienced by novices. The new FSE in customer service help desks are typ-

ically tasked with problem-solving shortly after their initial formal training. Generally, 

they handle a spectrum of customer issues ranging from simple customer inquiries to 

more intricate issues and situations that surpass the agent’s capacity, necessitating es-

calation to an expert. Simple inquiries may often be resolved through referencing 

FAQs. On the other hand, the resolution of more technical queries typically involves 

consulting detailed descriptions in ticket documentation or exploring discussions in 

online forums. After the formal training, novices can handle most support requests they 

have learned during their first weeks, all without direct customer interaction. However, 

when faced with unfamiliar issues, novices often spend considerable time resolving 

them, must escalate cases to dedicated experts, and are under great pressure [56]. 

To reduce novices’ workload while preventing longer upfront training and deterio-

rating performance, leveraging artificial intelligence (AI) to support novices during 

real-time customer interactions is recommended [54]. Such an AI-assisted approach can 

address the limitations of traditional upfront training, potentially reducing resignation 

rates and improving job satisfaction. While research already aimed at providing initial 

insights about the impact and potentials of AI coaches [36,22] and assistants [21], we 

observe a lack of research on the application and design of employee-facing AI-based 

co-agents and co-pilots [62] to augment novices’ problem-solving skills and experi-

ences during their customer conversations. The current challenge involves analyzing 

the extent of collaboration between humans and AI in human-AI hybrids [17]. To in-

vestigate the degree of interaction between novices and AI across diverse task com-

plexities, we establish two hybrid intelligence meta-designs: (1) a supporter offering 

advice and (2) a collaborator enabling prompting the co-agent. Through an online ex-

periment involving 75 laypeople, we analyze the impact of these interaction levels and 

the effect of task difficulty on interaction with AI, task performance, and workload. 

Hence, we aim to address the following research question: How does the degree of 

interaction with emerging GenAI systems influence the workload of novice frontline 

service employees? 

2 Foundation 

Despite the widespread use of AI and primarily conversational agents in customer ser-

vice, numerous challenges remain (e.g., [2,41]). AI can reduce costs and streamline 

processes, but personalized service, as demanded by customers, can only be provided 

to a limited extent [31]. This leads to a trade-off for companies between service effi-

ciency and quality [2]. The remedy is a combination in which humans perform personal 

customer interaction, but AI augments them in problem-solving. Combining humans 
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and AI creates a socio-technological ensemble that can serve customers’ needs [13,49]. 

This hybrid intelligence can achieve complex goals with better results than individual 

intelligence [12]. AI system developers must coordinate the novice’s interaction with 

the AI to maximize synergies in hybrid intelligence [13]. The AI-based co-agent we 

introduce in this paper intervenes in an ongoing interaction between humans and sup-

ports novices. The intervention should be designed so that the FSE is not interrupted 

but receives support in solving the problem [39,58]. The aim is a synergetic integration 

of humans and AI with a reduced human workload [49]. The hybrid approach facilitates 

the generation of new knowledge in challenging domains. This enables the FSEs to 

learn from the AI, and the knowledge of experienced experts can be provided to novices 

without the need for extensive onboarding [13,61]. 

The evolving landscape of frontline service, shaped significantly by emerging intel-

ligent technologies, is a central area of investigation across numerous studies 

[55,11,34]. In particular, AI-driven approaches, such as the regulation of collaborative 

AI [30] or AI-assisted interpersonal emotion regulation [26], demonstrate research in 

this area. Beyond the purely technical perspective of using AI-based augmentation, hu-

man collaboration with technologies like AI [50] is also an evolving area of research. 

Whether investigating service quality [8], the effects on user compliance [2], or speci-

fying the role of AI bots in teams [6,4], the focus is on human-machine interaction. 

Other IS scholars are investigating the combination of the intelligence of machines and 

humans through hybrid intelligence [49,61]. This involves specifying areas of applica-

tion [15], determining requirements [56], and deriving design principles [14]. Research 

in hybrid intelligence combines humans and AI and focuses on fundamental aspects, 

such as factors influencing cooperation between humans and AI [25,35]. The use of AI 

does not only have positive effects; depending on previous experience, but divergent 

effects on performance can also be observed [64]. In addition, several studies have 

found a negative effect of AI enhancements on users’ mental workload [7,57]. Due to 

its invasive properties, the interaction between humans and AI can lead to stressful sit-

uations. The study extends previous research on the design principles of hybrid intelli-

gence systems and focuses on collaboration via prompts. It sheds light on the optimal 

collaboration between humans and AI and emphasizes the impact on human workload 

in the context of hybrid intelligence. 

3 Research Approach 

A design-oriented approach [23] is chosen to conduct an experimental study on the 

impact of different degrees of human-AI interaction. Hevner et al. (2008) [27] serve as 

the general work foundation. To identify the relationship between the degree of human-

AI interaction and the mental workload, we follow the method proposed by Kuechler 

and Vaishnavi (2008) [33], shown in Fig.1. 
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Fig.1. Research Design (cf. [33]) 

The study’s needs, goals, stakeholders, and requirements [37] are identified through 

a literature review on hybrid intelligence and a previous study on AI augmentation, 

human-AI interaction, and the FSE journey [51]. Semi-structured interviews are con-

ducted to deepen the findings and identify further aspects. In the suggestion phase, a 

precise picture of our research design is created within the ISDT framework [42]. The 

development phase involves designing and implementing two prototypes based on 

GenAI for an online experiment on human-AI interaction in customer service [18]. We 

demonstrate and test the prototypes at two workshops to gather input from the field of 

IT support and improve the high-fidelity prototypes. Afterward, we analyze the impact 

of two types of human-AI hybrids (supporter and collaborator) and their influence on 

the workload of an FSE in an experimental study with n=75 participants. Additionally, 

a survey is conducted to gather insights into participants’ perceptions of the GenAI tool 

[32]. The final operationalization phase, including findings, contributions, limitations, 

and further research, encompassing the study results [24]. 

4 Designing a Co-Agent for Novice Frontline Service 

Employees 

4.1 Awareness 

The study utilized semi-structured interviews with support staff and experts to compre-

hend the needs and challenges faced by practitioners in customer service activities [37]. 

Along with different FSE routines (e.g., assign, transfer, locate, adapt, generate, retain) 

derived from technical support theory [9,47], we elaborated on how AI can overcome 

persistent challenges. We interviewed 11 experts and analyzed the qualitative data 

through content coding [38] and found several ways to integrate generative AI into 

support routines in a human-centered way. The interviews showed that generative AI 

can be used in different ways to process customer requests. Expert 3 explained: ”[...] 

[that] the tickets [are] not always [...] helpful in the search because they’re too long 

or poorly documented.” The literature states that the greatest potential lies in decision 

support and human-AI collaboration [51]. In this way, FSEs retain control of the cus-

tomer conversation but are accompanied by an AI-based co-agent. This interaction be-

tween the FSE and the AI is intended to maximize effectiveness while reducing work-

load when solving complex tasks [10]. In particular, when a human interacts with a 

generative AI, increased productivity and an improvement in overall task performance 
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can be observed [43]. Expert 7 describes the following scenario: ”I took some sample 

tickets [...] and simply changed the ticket description [...]. And then an email was sent 

directly to the customer [...]. Even though I can’t technically assess whether everything 

in there is correct, I thought it sounded very good”. We have, therefore, identified the 

problem that the FSE may only receive support from the GenAI to the extent that the 

FSE must actively process the task to ensure that the response to the customer is correct. 

4.2 Suggestion 

Our study proposes two GenAI-based co-agents to enhance the FSE onboarding pro-

cess. We focus on two problem-solving routines, locating and adapting, that require 

high cognitive effort during customer interactions [9]. This approach is shown in Fig. 

2 using the IS design theory (ISDT) approach to connect meta-design, meta-require-

ments, and constructs in an inner and outer model for our study [42]. For the meta-

design, we distinguish between two degrees of interaction: supporter and collaborator. 

The supporter provides recommendations with minimal interaction, while the collabo-

rator enables the FSE to prompt the GenAI-based system. 

 

Fig.2. Research design in the ISDT framework based on [42] 

The meta-requirements are based on literature and interview results clustered ac-

cording to key elements. These key elements are integrated into the experiment using a 

survey to measure the construct’s usefulness, ease of use, and mental load (subjective 

measurements), as well as task time, the accuracy of correctly solved cases, and inter-

action counts with the GenAI-based support systems based on participants’ responses 

during the experiment (objective measurements). The core relation (inner model) we 

analyze through the experiment is the influence of the degree of human-AI interaction 

(cause) on FSEs’ mental workload and task performance (effect). Task difficulty acts as 

a moderator with three difficulty levels. Based on this ISDT research model design, we 

propose a design principle [14], that guides this study: To augment novice FSE’s prob-

lem-solving capabilities in real-time customer interactions with various degrees of dif-

ficulty, a higher degree of human-GenAI interaction should be enabled because of the 

complementary strengths of humans and AI in the form of hybrid intelligence. 
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4.3 Development 

Next, we developed two different prototypes as instantiations of our meta-designs. Par-

ticipants interact with the prototypes via a web-based chatbot interface developed with 

the frontend framework Gradio. The prototypes include a GenAI-based customer bot 

with a specified customer request and a solution reference. Above that, the prototypes 

are extended with a ”listening” and advice-giving GenAI bot - the co-agent. Addition-

ally, both instantiations contain a search engine based on GPT embeddings. Addition-

ally, we built a backend with a knowledge base and a database to log usage data and 

messages from the participants and the LLM-generated responses for the customer and 

the co-agent. We used publicly available data from a mobile provider and generated a 

data set linked with the co-agent and search engine. 

 

 

Fig.3. Side-by-side Comparison of Prototypes with Treatment 

We used two prototypes to reflect the different degrees of interaction between hu-

mans and AI. Co-agent one serves as a supporter and co-agent two as a collaborator, 

allowing the FSE to interact with the agent for deeper insights or extra information, as 

shown in Figure 3. Both co-agent prototypes utilize a state-of-the-art LLM-based ar-

chitecture [65] with an LLM [46] coupled with a retrieval augmented generation (RAG) 

system that was instantiated based on LlamaIndex- a framework for connecting GPT 

models to special knowledge bases and for developing chatbots. The RAG system was 

tested with a RAGAS evaluation framework [16]. The results (faithfulness = 0.796, 

answer − relevancy = 0.840, context − precision = 0.658, context − recall = 0.784) 

confirm the efficiency of the conversational agent and show that the co-agent provides 

reliable results and addresses user needs. For this purpose, we performed excessive 

prompt engineering. Participants receive a simulated customer request message and 

have to answer the same questions in the experiment. The tasks are randomly ordered 
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with three levels of difficulty within the three customer requests that participants have 

to complete. Two cases can be directly solved by the FSE, while the third requires to 

escalate to a second-level agent. The customer request with low difficulty was extracted 

from a FAQ. The customer request with high difficulty is based on a forum post and 

requires more effort to find the correct solution. During the experiment, participants 

can use the ”solved” and ”escalate” buttons at the bottom of the interface. They can 

move on to the next case when they ”solved” the customer’s request. If the request 

seems unsolvable, they can ”escalate” and move on to the next task. 

4.4 Demonstration 

Initially, we developed a low-fidelity prototype as a clickable mockup of the coagent 

[52]. We demonstrated the experimental study in front of 12 workshop participants, 

including help desk managers and FSEs. Then, we divided the participants into two 

focus groups. Each focus group was asked to discuss the general use cases for a co-

agent in their organization, the potential for augmenting the onboarding phase, the aug-

mentation interface and user experience, and additional configuration levels. In conclu-

sion, the participants argued for a high potential of the presented use cases within the 

low-fidelity prototype. The participants stated that FSEs should still have direct access 

to ticket search engines to add specific details not mentioned during the conversation. 

Regarding the co-agent’s interface, the group concluded that the recommendations 

should be easily transferred to the chat and, at the same time, revised efficiently. Thus, 

we integrated a copy function, the co-agent provides full-sentence recommendations, 

and the text box remains interactive. After instantiating the two high-fidelity proto-

types, we introduced the co-agents in a second workshop again to the same group of IT 

support managers and FSEs and conducted a user test. Given the feedback from the 

experts regarding the performance, the structure of the AI responses, and the database 

records format, we revised our design and adjusted our prompts iteratively. 

4.5 Evaluation 

To evaluate our meta-designs we conducted an experiment, using the final prototypes 

in a controlled setting. We recruited 102 participants on Prolific and conducted a pre-

experiment survey consisting of 13 questions to collect the participants’ background, 

expertise, and AI experience. The participants were randomly assigned to the supporter 

and collaborator conditions. We assessed their perceived mental load after each task. 

Participants completed a post-survey after the experiment, rating their perceptions on a 

7-point scale (1 = ”do not agree at all” and 7 = ”fully agree”) on task fulfillment, co-

agent perception, AI acceptance, trust, confidence, and workload [1]. We carefully 

cleaned participants’ records to ensure data integrity. We removed 27 participants, 

leaving a final number of n=75 after verifying the experiment and attention test com-

pletion (supporter = 42, collaborator = 33). Our participant group reflects a broad age 

range with an average age of 48 years and is almost equally split between males (40%) 

and females (60%). We conducted an initial correlation analysis between the 
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demographic characteristics and the subjective and objective measurements, which re-

vealed no anomalies that required further investigation. 

In the next step, we calculate the mean of different constructs (latent variables) con-

sisting of different items (manifest variables). The constructs are examined through de-

scriptive statistics and frequency analysis [19]. For the final analysis of the ISDT frame-

work, we use linear regression to gain insights into the relationship between the degree 

of human-AI interaction and mental workload. 

Table 1. Perceived Usefulness and Perceived Ease of Use 

 

Perceived Ease of Use and Perceived Usefulness. We analyzed the perception of 

ease of use and usefulness (α = .903(ease of use), α = .789(usefulness)). To generate 

questions on ease of use, we referred to the sources [5,59], and for usefulness, we con-

sidered [29,59]. Our findings, presented in Table 1, highlight the differences between 

the two levels of interaction degree. We observed a slight increase in the mean value 

for the collaborator condition. This could be attributed to the additional interaction with 

the co-agent, which allowed participants to better understand the system’s functionali-

ties and share an additional response with the customer. 

 

Fig.4. a) Average interaction with co-agent and search by condition and by task difficulty; b) 

Average workload by condition and task difficulty 

Task Performance. In both conditions, the results revealed that the accuracy of solv-

ing the tasks remains comparatively low and decreases with increased task difficulty, 

as expected. For instance, under the supporter scenario, the average accuracy for re-

solving less complex, FAQ-based tasks stands at 92.68 %, while accuracy plummets to 

31.43 % for cases necessitating escalation to an expert. Hence, accuracy was mainly 

influenced by the quality of the underlying data source, with distinct outcomes observed 

between FAQ-based and forum-based information. Specifically, when the generative 

co-agent utilized FAQ data, a high level of accuracy was achieved, underscoring the 

reliability of structured and well-curated content in supporting decision-making pro-

cesses. To compare task performance, we developed a measure consisting of accuracy 

and time for each case by normalizing the values. That way, we found that despite 
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showing a slightly lower accuracy, the collaborator enables a slightly improved overall 

task performance (supporter = 1.191, collaborator = 1.305). Although our regression 

analysis did not reveal any significant results, we can conclude that the treatment does 

not adversely affect performance. Instead, task performance is slightly improved. 

Interaction between FSE and AI. By comparing collaborator and collaborator con-

ditions, we observed notable differences in interaction dynamics between FSE and the 

provided tools. Overall, the collaborator condition showed an increase of 65.76 % in 

terms of interactions on average, involving both search activities and communication 

with the co-agent. This uptick was particularly pronounced in more complex and un-

solvable cases (Figure 5a), indicating that collaboration intensifies when challenges es-

calate. Our design promoted a higher degree of engagement and interaction with the 

generative AI-based co-agent, suggesting a strategic shift towards more collaborative 

problem-solving approaches. Interestingly, the search engine usage was almost as fre-

quent in the collaborator scenario as it was in the supporter case. 

Workload. Despite higher time investment and interaction count, participants in the 

collaborator condition reported a lower mental load per case while maintaining perfor-

mance levels (Figure 4b), indicating that interaction with the co-agent contributes to a 

reduced workload. This mental load measure was collected at the end of each task. On 

average, the meta-design collaborator reduced the perceived mental load by 0.58 

points. In a regression analysis assessing the impact of the collaborator condition on 

workload, the condition was associated with a reduction in reported workload (β = 

−0.575, SE = 0.220, t = −2.612, p = 0.00965). However, we could not find any moder-

ating effects of task difficulty. Furthermore, these findings imply that AI collaboration 

could positively affect employee retention, potentially reducing turnover rates. Results 

from the post-survey confirm these insights. As Table 2 shows, the subjective measures 

reveal that the overall mean perceived workload (α = .555(overall workload)) is lower 

in the case of the collaborator condition. 

Table 2. Perceived mental load per task and overall perceived workload 
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5 Discussion 

In light of these results, we can summarize an interaction effort paradox as an unex-

pected finding: Despite having significantly more interaction with the search engine 

and the co-agent overall, mental load is significantly lower in the case of the collabo-

rator condition with the ability to prompt the co-agent. Thereby, we contradict prior 

research in human-AI collaboration that highlights the mental effort of interacting with 

digital technology - such as artificial agents or co-bots [7,57]. In that case, information 

systems not only benefit human users but cause techno-stress or, more specifically, 

techno-overload [7]. However, based on our results, we argue that engaging with a co-

agent through prompts is more likely to alleviate FSE’s task demands than to impose 

mental effort. The paradox can, therefore, be viewed from a perspective of cognitive 

offloading [53]. Similar results were found when tracking several objects [60] or in 

human-AI collaboration in industrial tasks [20]. According to our study, cognitive of-

floading should be further examined as critical in highly demanding real-time customer 

interactions at the service frontline. An additional explanation could be that the natural 

language-based recommendations with the co-agent reduce information overload when 

compared with the full knowledge base articles from the database [44]. In conclusion, 

research and practice are urged to examine the positive consequences of AI collabora-

tors in challenging service tasks [28]. 

In further detail, the results regarding the perceived utility of the co-agent demon-

strate great satisfaction with the co-agent. As illustrated by the high average values for 

perceived usefulness and ease of use illustrate that, the co-agent is likely to be accepted 

at the workplace of novice FSE. However, the difference between supporter and col-

laborator is only marginal. Thus, there are unanswered questions on improving the 

prompt interface’s utility in the second condition. For instance, prompt examples and 

templates could be provided to stimulate the usage of the co-agent as shown in related 

work [63]. It remains unclear how novice FSE can effectively prompt RAG-based 

GenAI tools. A comparison of the provided search engine and the prompt interface is 

required. Regarding the impact of the collaborator on task performance, we found no 

significant evidence for increased productivity regardless of the difficulty of customer 

issues. The non-detection of an influence on performance could be due to the study 

design and task selection, mainly the ease and unsolvability of the low-difficulty task 

and escalation task. However, we observed no significant results despite assuming a 

potential influence on the task with a high difficulty level. Our findings indicate that 

accuracy primarily depends on the task difficulty and the quality of the underlying data 

source used in the solution material. Utilizing FAQ data resulted in high accuracy, high-

lighting the reliability of well-structured content for decision-making and the efficiency 

of GenAI-based conversational agents. Given our design of experimental conditions, 

the collaborator resulted in an intensified overall interaction of the FSE with the given 

co-agent and search engine. Hence, the co-agent is perceived as a helpful collaborator. 

Interestingly, the search engine was nearly used as often as in the case of the supporter. 

Thus, further analysis of the usage patterns, the quality of search engine results, and the 

coagent response are required. Despite the higher overall interaction, we observed a 

lower perceived workload within the collaborator condition. As a key challenge for 
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companies in the customer support sector refers to retaining their employees in the long 

term to minimize onboarding efforts and reduce costs [48], reducing the workload is 

the first step towards increasing attractiveness and thus reducing the churn rate. From 

that perspective, our results show the potential of GenAI for help desks to improve 

workplace conditions. 

This study contributes to both service science and DSR literature by extending front-

line service research through the implementation of AI augmentation [26,36] and stud-

ying the different meta-designs of human-GenAI interaction [40]. Our empirical in-

sights shed light on how AI can positively impact novices’ perceived workload during 

initial customer interaction, achieved through a GPT4-based co-agent. Furthermore, we 

showcased the utilization of emerging GPT-based bots as simulated customers in ser-

vice triads [45,11]. Through effective and iterative prompt engineering, we paved the 

way for promising DSR research on AI augmentation in frontline service triads. Adapt-

ing the perspective of outer and inner models according to [42], our approach illustrates 

the integration of experimental and design-oriented research. To this end, our experi-

ment instantiation including the corresponding data analysis pipeline could be general-

ized into a method and architecture which other researchers can draw on to conduct 

experiments in other related domains. This study’s practical contributions lie in guiding 

the design of AI-based co-pilots and co-agents for frontline services and offering design 

decisions to improve employees’ workplaces. Workplaces could be further improved 

by also introducing and studying the effects of co-pilots in other functions within a 

company such as the sales department. 

Given the functionality of the GenAI-based co-agent and the simulated customer bot, 

our empirical design study has certain limitations and leaves room for further research. 

First, due to the generative nature of LLMs, the co-agent does not generate invariable 

recommendations despite prompt engineering, configuring the temperature, and con-

necting the co-agent to the database. Thus, further research should evaluate the co-

agent’s responses to allow for the analysis of issues such as overreliance. However, by 

testing the RAG system we ensured that the co-agent provides accurate responses. Sim-

ilarly, the customer bot implies variations. Thus, our results are restricted by the uncon-

trollable nature of AI. Furthermore, broadening the scope of the study to include a wider 

range of tasks would provide a more thorough perspective on the co-agent's perfor-

mance in various contexts. Investigating the efficiency of the co-agent in comparison 

to the search engine, as well as the prompts and queries formulated by the users, is 

essential for interpreting the quality of interaction. Lastly, contrasting situations involv-

ing the co-agent with those without it will show the influence and benefit of incorpo-

rating conversational AI into FSE routines. Thus, the paper allows for numerous ave-

nues of future research. DSR researchers could examine various designs to reach more 

beneficial degrees of human-AI interaction - for example, by designing mechanisms to 

stimulate prompting or providing example prompts and templates. After enlarging the 

sample size, subsequent research could prioritize text-mining techniques for a more 

comprehensive analysis of the transcripts of customer interactions. 
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6 Conclusion 

Our results show that the design of GenAI-based and employee-facing co-agents and 

co-pilots in customer service represents a pressing and challenging problem. Based on 

a practice and theory-driven DSR approach, we developed a ”whispering” co-agent 

based on generative AI. Apart from minor design nuances discussed with IT support 

FSEs and managers, the paper emphasizes a broader dimension of designing human-

GenAI interaction by realizing hybrid intelligence meta-designs. Through an experi-

mental online setup with two distinct conditions, we evaluated two meta-designs for 

GenAI-driven employee augmentation: a supportive co-agent offering unidirectional 

decision support and a collaborative co-agent facilitating interaction via. The analysis 

of more than 300 customer interactions reveals that increased interaction with GenAI-

based co-agents can improve FSE’s workload during real-time customer service inter-

actions. 
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