Sara, the Lecturer: Improving Learning in Online Education with a Scaffolding-Based Conversational Agent
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ABSTRACT
Enrollment in online courses has sharply increased in higher education. Although online education can be scaled to large audiences, the lack of interaction between educators and learners is difficult to replace and remains a primary challenge in the field. Conversational agents may alleviate this problem by engaging in natural interaction and by scaffolding learners’ understanding similarly to educators. However, whether this approach can also be used to enrich online video lectures has largely remained unknown. We developed Sara, a conversational agent that appears during an online video lecture. She provides scaffolds by voice and text when needed and includes a voice-based input mode. An evaluation with 182 learners in a 2 x 2 lab experiment demonstrated that Sara, compared to more traditional conversational agents, significantly improved learning in a programming task. This study highlights the importance of including scaffolding and voice-based conversational agents in online videos to improve meaningful learning.
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CSS Concepts
• Human-centered computing – Natural language interfaces;
• Applied computing – Education.

INTRODUCTION
Enrollment in online courses has grown rapidly [61]. In 2017, 33.1% of learners worldwide took at least one course online, compared to 24.8% in 2012 [35]. With this development, the amount of online educational content is rapidly increasing, particularly in the form of online video lectures [31]. However, the design of these learning materials is faced with a challenge: educators are ill-equipped at eliciting individualized, meaningful interactions with their learners [62]. This is problematic, since we know from learning theory that we learn best when we interact socially with others through meaningful interactions [29]. Meaningful interactions, such as scaffolding dialogues between an educator and a learner, can have a significant effect on learning outcomes, including learners’ information retention [25] and their ability to apply the new knowledge to solve novel problems – commonly referred to as learners’ transfer ability [8].

In the quest to find ways to imitate meaningful, individual educator–learner interactions, conversational agents (CAs) have started to receive more and more attention. A CA is a computer system intended to converse with a human [47]. In the educational domain, CAs employ text, speech, graphics, haptics, gestures, and other modes in various combinations for communication trying to help learners conduct tasks – thereby imitating the gold standard of educators [45]. The research around CAs in education was inspired by Graesser et al.’s [19] investigation of human tutoring behaviors. It was followed by many successful implementations of CAs, such as AutoTutor [54], and experiments on the effects of using CAs, for instance, using Why2-AutoTutor [67] and others. Past research also investigated CAs in online learning environments. For example, Song et al. [62] created a CA that allows learners to reflect on their weekly learning experiences during an online course. Grossman et al. [20] developed MathBot, an automated text-based tutor that explains math concepts and offers tailored feedback. These systems primarily followed an instructional scaffolding logic, originally introduced by Wood et al. [73] with which they described the behavior of educators, meaning that they have to analyze the individual learner in detail in order to be able to offer scaffolds that effectively help learners gain knowledge. In the wake of increasing interest in online education on the one hand and the CAs on the other, integration of scaffolded instructions in online teaching has received growing attention [9, 30]. One way of offering instructional scaffolds is to...
use CAs powered with natural language processing (NLP). This approach has recently been advancing rapidly, leading to increasingly sophisticated learning systems [14, 17]. For example, such systems enable learners to express their answers via voice in a free manner during a two-way dialog and receive adaptive answers from NLP techniques interpreting the spoken words. This way of interacting has the potential to get closer to educators’ scaffolding techniques. This might lead to a more meaningful interaction and result in increased information retention and transfer ability – which are key indicators for learning success [24, 64].

The positive implication of integrating both CAs and scaffoldings have been shown mainly in classical online learning environments like online courses, learning apps or intelligent tutoring systems. However, we argue that these classical e-learning settings differ significantly from online video lectures that we address in this research study. In online video lectures, learners already receive multiple inputs consisting of (1) the educator’s recorded voice and (2) the image of the recorded – usually text-based – slides. Thus, the question arises whether adding a third and fourth channel (i.e., CAs and scaffoldings) to online video lectures also achieves a positive effect on the learning success. If a positive effect can be shown, it needs to be further investigated how such a scaffolding-based CA should be integrated in this new context of online video lectures. To this end, we aim to (1) transfer and replicate the positive effects of the instructional scaffolding mechanism to the new context of online video lectures, (2) compare different implementations of CA interaction types (voice- and text-based vs. text-based), and (3) analyze the interaction effects of scaffolding and CA interaction types.

To research these aspects, we present a study on Sara, a web-based CA that can be layered on top of already existing online video lectures. Sara provides voice- and text-based scaffolds to learners and thereby helps them to remember concepts better (information retention) and to use the gained knowledge to solve novel problems (transfer ability). At predefined times Sara interrupts an online video lecture and actively intervenes in the learning process. Sara asks questions and offers detailed explanations and scaffolding questions if the learner’s initial answer was wrong. This scaffolding strategy is inspired by previous studies in the field of scaffolding and intelligent tutoring systems [1, 11]. To determine the true impact of Sara’s scaffolding approach on learners’ information retention and transfer ability, we evaluated it in a 2 x 2 lab experiment with 182 learners. We compared Sara with three other types of CAs that are often used today: (a) a voice-based, non-scaffolding CA, (b) a text-based, scaffolding CA, and (c) a text-based, non-scaffolding CA. The findings suggest that Sara is not only able to increase learners’ information retention but also helps them to apply the acquired knowledge to novel problems.

We build on previous findings that investigated the beneficial effects of CAs in education [59] and online education in particular [62]. Following this line of research, our study highlights the importance of including scaffolding and voice-based CAs in the context of online video lectures. In contrast to the work of Litman et al. [41], our paper focuses on voice-based scaffolding during video instruction when students learn about new concepts for the first time. This is different from scaffolding during the exercise phase when students solve a task. With the help of scaffolding and voice-based CAs, static online video lectures may get closer to the gold standard of educator-learner interactions. This effect may be even stronger when the CA is voice-based. To the best of our knowledge, this is the first study that designs a voice- and text-based CA with an instructional scaffolding mechanism in an online video lecture context, where the standard way of instruction is solely online videos that prevent students from actively thinking and deepening the concept they have just watched. Moreover, we empirically evaluated and rigorously compared our scaffolding and voice-based CA to other types of CAs. Furthermore, our study offers design implications based on scaffolding and multimedia learning theory for building improved future CAs to enrich online video lectures. This informs software designers and educational providers who wish to use CAs in their online education courses.

RELATED WORK AND HYPOTHESES DEVELOPMENT

The design, implementation, and strategies of CAs employed in education vary widely, which reflects the diverse nature of the evolvement of this technology field [28]. Interactions between learners and CAs are usually textually mediated (e.g., [62]), where CAs show questions or hints and learners click on buttons or type responses on the keyboard. Some systems use embodied CAs (e.g., [60]) capable of displaying emotions and gestures, whereas others use simpler avatars (e.g., [27]). Voice output, using text-to-speech synthesis, is used in some systems (e.g., [18]), and speech input systems are increasingly viable (e.g., [42]). With recent technological developments in NLP, we see more and more CAs that engage in largely free interactions with the learners resulting in knowledge gains (e.g., [40]). For example, AutoTutor and its derivations have been very effective as a learning technology [54]. AutoTutor produced learning gains that are on average about 0.8 standard deviations above controls who read static instructional materials for an equivalent amount of time [15]. Ruan et al.’s [59] mobile QuizBot helped learners gain factual knowledge and it significantly increased their knowledge compared to a more traditional flashcard application. More commercially available CAs also use voice output and input systems (e.g., Amazon’s Alexa, Google’s Assistant). For example, Winkler et al. [72] used Alexa to support groups of learners in solving a complex problem and showed that learners achieved solutions of better quality. Although CAs have shown to increase learning outcomes, the potential of scaffolding and voice-based CAs layered on top of static video lectures has not yet been investigated. This calls for the question whether scaffolding and voice-based CAs integrated in online video lectures are able to increase meaningful interactions between CAs and learners during instruction resulting in increased learning outcomes. This
question motivated us to investigate scaffolding-based CAs in the new context of online video lectures.

Social Constructivism and the Theory of Scaffolding

Wood et al.’s [73] theory of scaffolding emerged around 1976 as a part of social constructivist theory and was particularly influenced by the work of the Russian psychologist Lev Vygotsky [69]. Vygotsky [69] argued that we learn best in a social environment, where we construct meaning through interaction with others. His Zone of Proximal Development (ZPD) Theory, which states that we can learn more in the presence of a knowledgeable other person, became the basis for the Theory of Scaffolding [22]. Among other things, this theory states that when learners strive to acquire new knowledge, they need individualized support falling within their individual ZPD. ZPD represents the potential distance the learner could reach with the help of a more knowledgeable other [69]. As they advance and become more independent in their thinking, this support can gradually fade away.

Instructional scaffolding is a term used to explain the interaction between learners and their educators and is a process that enables a novice to achieve a goal or an objective that would otherwise be unattainable without assistance [73]. The main goal of the educator is to offer scaffolds, such as questions and hints, within learners’ individual ZPD. Instructional scaffolding is not one-way but an interactive and reciprocal process between the learner and the educator [5]. For our study, this means that scaffolds have to be adaptive and personalized in contrast to one-size-fits-all video lectures. We refer to the concept of instructional scaffolding when we talk about scaffolds. Instructional scaffolding during instruction improves learners’ ability to remember concepts [73]. However, in online learning, an educator is hardly able to offer instructional scaffolds to every learner [57]. Scaffolding-based CAs might be able to imitate the educator’s scaffolding dialogs to some extent resulting in a meaningful learning process. Thus, we propose:

**H1a:** Learners interacting with scaffolding-based CAs show higher levels of information retention compared to those interacting with non-scaffolding-based CAs.

Past research indicates that instructional scaffolding not only helps learners to remember learned concepts but also to increase their transfer ability [2]. This has been shown both in problem-solving tasks in a computer course [71] and in solving of novel problems in physics [50]. Wang et al. [71] created iTutor to help learners to learn basic computer skills. The results indicate that learners in the iTutor group experience better learning effectiveness than those in the control group. Moreover, Murphy and Messer [50] were able to prove that learners can better transfer their knowledge to novel problems in a physics task when receiving scaffolds compared to working in a group discussion condition and a condition where learners worked alone. Thus, we propose:

**H1b:** Learners interacting with scaffolding-based CAs show higher levels of transfer ability compared to those interacting with non-scaffolding-based CAs.

CA’s potential to imitate educators has also often hinged on their previously limited ability to translate speech to text [4]. Recent advances in NLP show a way out of this conundrum, as CAs are becoming more intelligent and users can speak almost freely with the CAs [23]. Voice-based interactions between CAs and learners have the potential to get even closer to the gold standard of educators [72]. However, there seems to be hardly any empirical study on CAs that would both offer scaffolding-based teaching and would use modern voice-based CAs in an online video lecture. In the following, we briefly discuss why voice-based technology in CAs might have advantages for the learning process.

Cognitive Theory of Multimedia Learning

The cognitive theory of multimedia learning [44] is based on three assumptions: there are two separate channels (auditory and visual) for processing information; there is limited channel capacity; and learning is an active process of filtering, selecting, organizing, and integrating information. Visual and verbal information types are processed differently and along distinct channels in the human mind, creating separate cognitive representations [43]. The ability to learn through multiple channels concurrently increases the chance of remembering knowledge in comparison to single-channel information coding [6]. This particularly applies when information is visualized and concurrently explained as in online video lectures. While the video lecture is playing, the educator’s voice provides explanations, and the recorded slides illustrate the learning contents visually.

For designing and integrating a CA in this video-based setting, the most suited channel and the corresponding interaction type needs to be selected. From a theory perspective, the cognitive theory of multimedia learning draws on principles for choosing between visual and auditory information modalities, such as to “present words as speech rather than on-screen text” [48]. This modality principle is strongest when the material is complex for the learner and when the pace is fast and not under the learner’s control [63]. This suggests that voice-based CAs might be generally beneficial over text-based CAs in learning settings. However, in our context of online video lectures the auditory channel is already addressed by the educator’s voice while the video is playing. Thus, we argue that providing a voice-based CA might lead to an overflow of the auditory channel and thus might even perform worse than common text-based CAs. Thus, we argue that implementing a dual-channel approach consisting of a voice-based CA that also prints its interaction on the screen might overcome possible overflows and thus might outperform text-only CAs. As both channels contain exactly the same information, negative effects are not to be expected if learners only focus on one of them. Providing additional information on both channels during the interaction does not seem to be appropriate as the interaction should not be used to impart new knowledge in this setting. The interaction should rather deepen the previously learned knowledge by encouraging the learners to think about the video content. In prior CA research, Litman et al. [42] already added spoken
language capabilities to text-based dialog tutors but were not able to reveal positive effects [41]. However, more recent research shows that if learners also verbalize their knowledge (e.g., also respond to the CA via voice), they are able to improve their learning process [36, 53]. Thus, we propose:

**H2a.** Learners interacting with voice- and text-based CAs show higher levels of information retention compared to those interacting with textual CAs.

Past research also indicates that voice-based interactions between learners and educators help learners to transfer gained knowledge to solve novel problems [21]. For example, learners who receive audio narration solved more novel problems in a subsequent problem-solving test [21]. Thus, we propose:

**H2b.** Learners interacting with voice- and text-based CAs show higher levels of transfer ability compared to those interacting with textual CAs.

Voice-based instruction also has other benefits over a text-based approach. CAs’ spoken output can elicit a warmer attitude among users towards the agent and lead to a richer use of language [53]. Learners also achieve a higher content average in the spoken condition and a better adjustment of communication when speaking compared to communicating via text with a CA [10]. Moreover, de Kock et al. [32] found out that learners who worked with audio/visual hints improved their information retention and solved more problems correctly in the transfer test compared to those who received text-based hints. Furthermore, Winkler et al. [72] compared voice-based SPAs with scripted human facilitators and showed that voice-based CA systems successfully approach scripted human facilitators in terms of learners’ problem task. Voice-based instruction also has other benefits over a text-based approach.

CAs’ spoken output can elicit a warmer attitude among users towards the agent and lead to a richer use of language [53]. Learners also achieve a higher content average in the spoken condition and a better adjustment of communication when speaking compared to communicating via text with a CA [10]. Moreover, de Kock et al. [32] found out that learners who worked with audio/visual hints improved their information retention and solved more problems correctly in the transfer test compared to those who received text-based hints. Furthermore, Winkler et al. [72] compared voice-based SPAs with scripted human facilitators and showed that voice-based CA systems successfully approach scripted human facilitators in terms of learners’ problem task. Voice-based instruction also has other benefits over a text-based approach.

CAs’ spoken output can elicit a warmer attitude among users towards the agent and lead to a richer use of language [53]. Learners also achieve a higher content average in the spoken condition and a better adjustment of communication when speaking compared to communicating via text with a CA [10]. Moreover, de Kock et al. [32] found out that learners who worked with audio/visual hints improved their information retention and solved more problems correctly in the transfer test compared to those who received text-based hints. Furthermore, Winkler et al. [72] compared voice-based SPAs with scripted human facilitators and showed that voice-based CA systems successfully approach scripted human facilitators in terms of learners’ problem task. Voice-based instruction also has other benefits over a text-based approach.

**H3a.** The scaffolding effect will be stronger for information retention when the CA is voice- and text-based rather than textual.

**H3b.** The scaffolding effect will be stronger for transfer ability when the CA is voice- and text-based rather than textual.

---

**Figure 1.** An example of Sara’s scaffolding interaction logic.

**SARA, A SCAFFOLDING-BASED CA**

To investigate the hypotheses that we put forward above, we design a CA that we call Sara following three design principles: two coming from the Theory of Scaffolding and one design principle coming from the Cognitive Theory of Multimedia Learning.

The first design principle (DP1) is to include the **main-and sub-dialog** in the interaction model. It is derived from the prominent scaffolding strategy called **directed lines of reasoning**. Educators ask a series of directive questions to help the learner dive deeper into the topic [46]. If the learners’ answers are correct, the educator advances to the next question. Otherwise, the educators try to scaffold the learners’ understanding with additional questions that meet the learners’ individual ZPD for the targeted concepts [1]. The video depicted in the interaction deals with learning how to create a conditional execution in Python. We implemented DP1 in our prototype as follows: Sara interrupts the video lecture after a specific time (i.e., a subchapter) and asks each learner a series of comprehension questions to repeat the just seen and heard content. Sara detects three different kinds of learner’s answers: correct, wrong, and don't know answers. When Sara detects a correct answer, she continues with the main dialog (left side of Figure 1).
When Sara detects a wrong answer or when the learner does not know how to reply, she opens a sub-dialog (right side) where she provides feedback, an explanation, and scaffolding questions within learner’s ZPD that help them to close their knowledge gaps and find the answer for the initial question of the main dialog. After asking the scaffolding question, Sara explains the answer and asks the main question again. The learners have another chance to answer the question before Sara explains the answer and continues with the next question of the main dialog. Using this mechanism, Sara tries to imitate educators’ scaffolding behavior when interacting with their learners. Finally, after Sara interacted with the learners for several minutes, Sara disappears, and the video lecture continues with the next piece of information. After the next section or segment, Sara interrupts the video lecture again and starts over with the next dialog.

The second design principle (DP2) is to use appropriate diagnosis methods to detect learners’ state of knowledge. To provide appropriate scaffolds, the system has to include mechanisms that conduct some form of speech analysis that helps in deciding whether a learner’s answer is right or wrong or if the learner does not know how to respond to the question [16]. To implement this principle, there are different ways of how CAs can detect the kind of answer given. In many cases, simple pattern matching is conducted to compare the inserted answer to one or multiple optimal solutions [34]. However, in open-topic natural language communication as in our context, defining all optimal solutions is hardly possible. There is not the one expression that describes the correct solution. Rather, different descriptions can show a correct solution. Thus, we used a more sophisticated solution based on a pre-trained model. We used the NLP.js framework [3] for the intent classification, which has been shown to be effective in recent benchmarks [13]. NLP.js is publicly available under https://github.com/axa-group/nlp.js. Compared to other cloud-based services, it has the advantage that all data is stored and processed in our own infrastructure, which is required in many educational settings (due to privacy regulations). For each question Sara asked the learners (see Figure 1), we trained one NLP model using a training set consisting of multiple possible correct, wrong, and don’t know answers provided by seven learners’ and three researchers’ pretests resulting in a set of approx. 800 single statements. Once the learner answers a question, the voice-based answer is recorded, automatically transcribed to text using the HTML 5’s Web Speech API [70], and the resulting textual data is then sent to our NLP server, where we apply our NLP models to classify the learner’s answers using our pre-trained models. Using the results of this intent classification step (i.e., answer was correct, wrong, or student does not know the answer), we decide whether Sara should continue with the main dialog (correct answer, see Figure 1 left side) or if Sara should open the sub-dialog (wrong or don’t know answer, see Figure 1 right side).

Our third design principle (DP3) is based on the Cognitive Theory of Multimedia Learning and deals with addressing multiple channels using voice and text communication modes. A central design principle of this theory is to reduce the load of a single processing channel by transmitting information via different channels. Moreover, the modality principle states that voice- and text-transmitted information is superior to text-transmitted information only [32]. To implement this, Sara starts talking to the learner via voice based on the HTML 5’s Speech Synthesis API [70]. Sara generates a greeting statement via voice and asks the learner if he or she has understood the initial instructions. Additionally, Sara’s spoken text is displayed in the chat window directly after she finishes her utterances to make sure that we use both channels one at a time (see Figure 2). As shown in Figure 2, we integrated Sara in a web-based video player. While the video lecture is playing, Sara is hidden. When a certain topic has been completed in the video lecture, Sara appears in front of it, and the video gets paused. Then the learner can interact with Sara based on her scaffolding strategy to deepen the learning content just seen. After the interaction is completed, the video continues until Sara appears again. We showed our learners two different video lectures. The timeline of video 1 includes the interaction and is displayed in Figure 3. We argue that with this educator-like type of interaction a better learning success can be achieved.

**EXPERIMENTAL EVALUATION OF SARA**

We designed an experiment to test our hypotheses and test Sara through a rigorous multi-comparison of different CA types. We used a 2 (non-scaffolding, scaffolding) x 2 (textual, voice- and text-based) x 2 (repeated measure, 2 random treatments per participant) design. We decided to use a repeated-measure design to show learners two videos to make sure that the results are not restricted to only one video content. We compared Sara to three other types of CAs that are...
often implemented in learning settings. The CA comparisons were between (a) Sara, (b) a voice- and text-based non-scaffolding CA, (c) a textual scaffolding CA and (d) a textual, non-scaffolding CA. Moreover, we included a control group where learners watched the videos only. Learners watched two online video lectures in which they interacted with one CA type per video. The CA interactions took place four times per video (except for the control group, where learners simply watched the video lecture). The learners received the treatments and the videos in a random order.

Figure 4 compares a scaffolding CA and a non-scaffolding CA. The non-scaffolding CA offered standardized, one-size-fits-all hints, where learners were able to click or say next. These kind of CAs have often been implemented in online learning settings in the past few years [33]. The hints included the same information as the main dial of the scaffolding CA (see red rectangles in Figure 4). The only difference is that the scaffolding CA uses questions to interact with the learners and is able to open a scaffolding sub-dialog when learners provide a wrong or don’t know answer. The voice-and-text-based CA allows learners to provide their answers via voice. Moreover, Sara provides her questions and explanations via voice and additionally displayed the text on the screen (multi-channel, DP3). The text-based CA allows learners to type in answers via the keyboard, an input mode that is often seen in CAs in online education [59]. Our dependent variables (DVs) were the learners’ information retention and transfer ability levels. We used a pretest and posttest design to measure the differences in the posttest scores of the DVs across the CA groups and the control group including the pretest scores, learning channel preference, and cognitive load as covariates (i.e., treatment scores).

Participants
We recruited undergraduate and graduate students (n = 182, 74 female, 108 male, aged 18 to 35) from the participant pool of a European business university. Table 1 shows the sample’s characteristics across the four treatment groups and the control group. We randomly assigned the learners to one of the four treatment groups or the control group. They received 20 US dollars as a baseline and an optional 10 US dollars depending on their gain scores (difference between the pretest and posttest). The randomization was successful since independent samples t-tests revealed that all the CA groups were similar in terms of gender, age, previous experience with CAs, personal innovativeness, language level and nationality (p > .05).

Materials
Videos
Each learner watched two beginner-level videos about Python programming in a randomly assigned order. We chose these videos for two reasons. First, we wanted to make sure that the learners had little previous knowledge on the topic. Since the study participants were business school learners that do not attend a programming class, the topic was suitable. Second, we wanted to make sure that the videos were representative in terms of quality, typicality, and video format. Both videos are from a well-known and popular Python course taught by Charles R. Severance from the University of Michigan School of Information, publicly available under https://www.py4e.com/. Being about Python programming, the topic was representative among online learning material where the amount of technically oriented learning content has increased enormously in recent years [37]. The video format was web-based and picture-in-picture, which is very often used in MOOCs [31]. The videos we chose for the experiment were about constants and variables (video 1; length 4 min 52 s without CA interaction) and about conditional execution (video 2; length 4 min 48 s without CA interaction). The videos presented these contents largely independently of each other. Every video started with a 10 second resting period (black screen with white text “Resting Period”). We asked the learners in the post-survey to rate the difficulty of the two videos on a scale from 1 to 7 to make sure that the two videos were equally difficult for all the learners and that possible effects are not explained by differences in the difficulty of the videos. The learners’ ratings of the videos’ perceived difficulty were on the same level (Video 1: 5.43 out of 7, Video 2: 5.63 out of 7, p > .05).

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Gender (M/F)</th>
<th>Age</th>
<th>Prev. exp. with CAs (usage per week)</th>
<th>Personal innovativeness (out of 7)</th>
<th>Language level (out of 7, 7 = proficient)</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>23/14</td>
<td>22.4</td>
<td>3.6</td>
<td>4.7</td>
<td>5.4</td>
</tr>
<tr>
<td>36</td>
<td>21/15</td>
<td>22.8</td>
<td>3.7</td>
<td>4.8</td>
<td>5.6</td>
</tr>
<tr>
<td>37</td>
<td>22/15</td>
<td>23.1</td>
<td>3.9</td>
<td>4.9</td>
<td>5.2</td>
</tr>
<tr>
<td>37</td>
<td>23.0</td>
<td>23.0</td>
<td>3.5</td>
<td>4.8</td>
<td>5.3</td>
</tr>
<tr>
<td>35</td>
<td>21/12</td>
<td>22.2</td>
<td>3.9</td>
<td>4.8</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 1. Sample characteristics.
Tests and Questionnaires
The pre-survey contained questions regarding learners’ tendency to a visual vs auditive learning style (obtained from [55]). We included this variable as a covariate in our data analysis to factor out that possible differences in the CA groups came from different learning styles. The pre-stimulus test contained six multiple choice questions (3 questions per video) and two open problem questions (1 question per video) to measure learners’ relevant pre-knowledge level on programming with Python. The post-stimulus test followed directly after the stimulus and contained exactly the same questions as in the pre-stimulus test. All the test questions were presented in a random order. The six multiple choice questions measured information retention and the two open questions measured transfer ability. The multiple-choice questions related to information retention asked the learners to reproduce content from the video. The open questions required learners to independently apply the acquired knowledge to a novel problem. For example, in the multiple-choice question part, we asked learners to mark the statement that best corresponds to the description of a constant. In the transfer question part, the students actively solved a small programming exercise. We asked them for instance to define and name two new variables, which assign “Martin” and “7”, and to print them as output. The post-stimulus survey contained items of cognitive load (from [39]), perceived difficulty of the videos, personal innovativeness (from [66]), language proficiency, personal experience with CAs, age, gender, nationality, and one open question about how the learners experienced the CA. We used cognitive load scores as covariates in our data analysis to control for differences in cognitive load when using different CA types.

Procedure
The experimental procedure is depicted in Figure 5. The learners carried out the experiment individually and one after the other. After obtaining consent, the experimenter introduced the experiment to the learner and the learner started with the pre-survey and pre-stimulus test in room 1 in absence of the experimenter. After conducting the pre-survey and pre-stimulus test, the experimenter returned and escorted the learner into room 2, which contained a chair facing a computer monitor. The experimenter instructed the learner to pay attention to the two lectures as there would be a short quiz on the material afterwards. He then left, after which the participant watched the stimulus without pauses and was not allowed to take notes. Once the two video lectures were over, the experimenter escorted the participant to room 1 again for conducting the post-stimulus test and post-survey. After completion, the participant was asked to guess the purpose of the study and was then debriefed on the experiment. Most of the participants thought the study was on how to effectively learn programming with Python.

MEASUREMENT AND DATA ANALYSIS
For measuring the DVs – information retention and transfer ability – two experienced raters evaluated the results using an evaluation framework that was developed collectively in a workshop within the research team. In the multiple-choice question section, the evaluation framework provided the correct answer and specified how many points to give. For each correctly answered question, we distributed one point. In the open transfer question section, the evaluation framework specified exactly what points were to be awarded for what and how many points should be deducted for common mistakes (e.g., 2 points given for the correct syntax of the if-statement, 2 points given for the correct semantics, 0.5 point reduction if colon is missing, etc.).

The post-stimulus test results were rated individually, blinded (raters do not know the CA group), and independently from each other. Furthermore, for the transfer open question section, we checked for interrater agreement with the help of a Pearson correlation. Interrater agreement gives a score of how much homogeneity, or consensus, there is in the ratings [12]. The correlation resulted in a satisfactory result (intrarater agreement = 0.94, p > .05). To identify differences between groups who had interacted with the CA types, we first conducted ANCOVAs to see if there exist differences across the groups including the control group. ANCOVAs help to identify whether there are significant differences in variances between the groups while controlling for covariates. We did not use ANOVA because we needed to factor out errors that were introduced by covariates and it masks the true relationship between the type of CA and the dependent variables. We thus included the pretest scores, cognitive load, and the learning channel preference (auditive or visual) as covariates. All these covariates have the potential to disturb the true effect between the CA and learning outcomes. We also verified that the data meets the assumptions of an ANCOVA (normality, equality of slopes of the covariates and the outcome variable, equality of the groups and the covariates, and homogeneity of variance) with t-tests and a Levene’s test [38]. All assumptions were met.

After the ANCOVAs, we investigated the patterns and comparisons between specific groups in order to test our hypotheses. Although otherwise powerful, ANCOVA cannot provide such results. Thus, we conducted a post-hoc analysis using Tukey’s Test [65] to test our hypotheses H1 and H2. Tukey’s test compares the means of all treatments to the mean of every other treatment and is considered the best available method in cases when confidence intervals are desired when sample sizes are unequal. To analyze the interaction effect between non-scaffolding/scaffolding and text-based/text- and voice-based, we used factorial ANCOVAs with both factors as independent variables to test H3. We calculated partial eta squared as a measure of the strength of an effect (0.01 = small, 0.06 = medium, 0.14 = large, [7]).
The main goal of our study was to investigate whether our scaffolding-based CA, Sara, is able to increase learners’ information retention and transfer ability during online video lectures compared to other often implemented CA types. Table 2 shows a summary of the pretest and posttest scores of the groups for the two different types of learning outcomes: information retention and transfer ability. Since we had different maximum points in the tests of the two videos, we normalized all the scores between 0 and 100, where 100 corresponds to the maximum number of points scored at the pretest and post-stimulus test. Descriptive statistics for both information retention and transfer ability provide similar results: Learners interacting with Sara showed both the highest level of information retention (score = 77.8) and the highest level of transfer ability (score = 65.4). These scores were followed by a textual scaffolding-based CA (73.1 and 54.6), a voice- and text-based non-scaffolding CA (65.3 and 51.5), and a textual non-scaffolding CA (61.6 and 50.6). The control group that did not interact with a CA had the lowest score in both outcome variables (60.9 and 44.0).

**Scaffolding**

The ANCOVA test for information retention yielded a significant main effect for the scaffolding-based CA, Sara, when the pretest, cognitive load, and the learning channel preference were controlled ($F(4, 359) = 29.9, p < .0001***, n = 182$). Partial eta-squared was 0.08, which is considered a medium effect strength [7]. Tukey’s test revealed that the scaffolding-based CA was significantly better in supporting information retention compared to non-scaffolding CAs ($adjusted\ p < .0001***$).

Thus, we observe support for H1a. Furthermore, we calculated the intervention selection accuracy (ISA) for the two groups that interacted with the scaffolding-based CA. We define the ISA in our context by the number of correctly assigned scaffolding sub-dialogs (i.e., every time the classifier tagged a student answer correctly as “wrong” or “don’t know” and thus opened a scaffolding sub-dialog, see right side of Figure 1) divided by the total number of all sub-dialogs given [58]. The research team tagged the interaction logs and found that in total 51 out of 73 students entered the sub-dialog part of our scaffolding mechanism at least once with 199 sub-dialogs in total (out of 1168 potentially possible sub-dialogs). In the text-based CA group, there were 96 right interventions out of 102. In the CA Sara group, there were 94 out of 97. This leads to an ISA of 95.48%. Although some students of the CA Sara group did not enter the scaffolding sub-dialogs, we argue that this aspect does not affect our results and implications: Even the learners that did not enter the sub-dialogs interacted at least with the CA during the main dialog questions (see Figure 1). Thus, we argue that there has still taken place a manipulation as a part of asking those main questions during the experiment. This interaction might have already stimulated the learners to reflect and think about the learning content even though they did not enter the sub-dialogs. Excluding those learners would disregard the effect of the main dialog interaction. Consequently, we did not exclude those learners from our analysis.

The mean differences and the 95% confidence intervals between the specific groups (control group, non-scaffolding, scaffolding) are displayed in Figure 7 (top left). If an interval does not contain zero, the corresponding means are significantly different. The ANCOVA for transfer ability also yielded a significant main effect for the scaffolding-based CA, again controlling for the pretest, cognitive load, and the learning channel preference ($F(4, 359) = 22.3, p < .0001***, n = 182$). Partial eta-squared was 0.06, yielding again a medium effect strength. The scaffolding-based CA was significantly better than the non-scaffolding CA in terms of transfer ability ($adjusted\ p = 0.03**$). Thus, we observe support for H1b. The confidence intervals between the specific groups are displayed in Figure 7 (top right).

**Textual vs Voice- and Text-Based Modality**

The ANCOVA for information retention yielded a main effect for the voice- and text-based CA, with the pretest, cognitive load, and the learning channel preference controlled ($F(4, 359) = 12.5, p = 0.0005***, n = 182$). Partial eta-squared was 0.04 – a small effect strength. The voice- and text-based CA group was significantly better than the control group ($adjusted\ p = 0.001***$) but not significantly better.
Hypotheses 1a and 1b confirmed that scaffolding-based CAs can better create a meaningful interaction with the learners compared to non-scaffolding-based CAs resulting in better information retention and transfer ability. Scaffolding-based CAs might help learners to dive deeper into the topic compared to non-scaffolding-based, more traditional CAs. Although voice- and text-based CAs are not per se better than textual CAs (Hypotheses 2a and 2b), we found that voice-based CAs can further strengthen the scaffolding effect for information retention and transfer ability (Hypotheses 3a and 3b). Our study makes several implications for the design of future CAs in online education. We thereby build on previous findings that investigated beneficial effects of CAs in online learning and similar scenarios. For example, Ruan et al. [40] discovered that QuizBot yields increases in factual knowledge compared to more common learning aids, and Lin et al. [41] discovered that lessons instructed in a conversational style enhanced information retention. Litman et al. [41] compared voice-based vs. text-based tutoring and found out that adding spoken language capabilities increases the performance in human tutoring but not in computer tutoring. Our findings advance this line of research in several ways. First, we can confirm past research that emphasized the importance of scaffolding mechanisms in CAs also in an online video lecture setting. Scaffolding mechanisms can enable CAs to identify learners’ individual knowledge gaps, react to them, and bring the learner back on board again. In the open question part of our post-survey, one of the learners mentioned the following: “Great experience! Sara helped me to think about what was said by the instructor and offered help when I was wrong. She helped me to structure my thinking processes.” Compared to more traditional CAs, scaffolding-based CAs do not immediately show the correct answer but try to help the learner build up the missing knowledge and come up with the solution themselves. Especially in the context of online video lectures, it is very important that learners have the possibility to receive this kind of individual support right after they do not understand something. Otherwise, they may not be able to process the content that follows, which might result in frustration and not so effective learning processes.

Second, our findings recommend equipping future CA designs with speech recognition. This is because voice-based CAs might be able to build a more meaningful interaction with the user compared to textual ones. Although we did not see a main effect between textual and voice-based CAs, we were able to detect an interaction effect indicating that scaffolding is more powerful when it is voice and text-based. We thereby connect to research that compares text-based with voice-based CAs. In contrast to Litman et al. [41], we were able to show that including voice in computer tutoring dialogs is more effective than text-based only. This extends the
results of Novielli et al. [53] that showed beneficial effects of voice on a social attitude towards the CA. Moreover, we extend the modality principle [49] by indicating that voice is only beneficial when it is implemented in combination with a scaffolding mechanism in a CA context. This might happen because a voice- and scaffolding-based CA is better able to imitate a real educator-learner interaction. One learner said the following: “T[h]ough the chatbot was not able to understand me all the time, it felt a bit like talking to a real person.” Our results suggest that it is not enough to use voice-based CAs in online education. The effect of voice-based systems only comes to bear once the CAs have implemented an educator-like teaching strategy. For a CA to partially imitate an educator, it is essential that the learner recognizes the CA as a social actor. According to the Computers Are Social Actors (CASA) paradigm, people use similar social rules when dealing with computers as with people [52]. Researchers in the CASA paradigm have assumed that, because a computer agent and a human have similar features, the users’ social responses are amplified, thus enabling effective interaction with computers [51]. Embedding a more human-like, voice-based interaction might allow learners to perceive a higher level of social presence. This feeling of social presence is usually missing in online learning environments and can influence the learning behavior significantly [56].

Third, our study indicates that publicly available NLP frameworks offer the possibility that CAs can interact with learners freely resulting in a higher quality of interaction. When learners need to articulate their answers in a free manner, they need to make more cognitive effort, similarly to a naturally resulting in a higher quality of interaction. When works offer the possibility that CAs can interact with learners, this interaction mode can additionally stimulate learners’ thinking processes, which ultimately leads to better learning outcomes [26]. As one learner put it: “It was fascinating how much it understood and could say if I was correct.” However, our research also shows that NLP still has a lot of room for improvement and that the quality of interaction becomes higher as technology advances. Some learners were not fully satisfied with the way Sara understood their answers. One learner mentioned: “The system could not always understand my voice, this is annoying.” With rapid advancements in NLP, future designs of CAs could use publicly available NLP modules to give learners the opportunity to interact freely with the CAs. Overall, our work provides empirical evidence that using scaffolding and voice-based CAs in online video lectures is beneficial. Nevertheless, introducing it in real online learning environments still requires severe efforts by educational institutions and lecturers. However, the possibilities for the development and integration of CAs are becoming easier. For example, today it is already possible to develop CAs without much programming knowledge [68]. In addition, the integration of CAs in online video lecture content offers a very promising possibility to create individual and meaningful interactions in a scalable and personal resource-saving way.

Limitations and Future research
Our study does not come without limitations. First, although our language model almost always recognized a right, wrong or don’t know answer, it made some mistakes, which quickly frustrated learners and possibly influenced their learning process. Moreover, the quality of interaction was heavily dependent on our training data collected from pretests. It would be very interesting to see if a CA using different NLP frameworks with different training data show similar results.

Second, interacting with CAs in a laboratory setting might be different to real life environments. Learners might be more motivated when using the new technology for the first time which might result in a higher quality of interaction. To partially compensate for this, we asked learners about their pre-experience with CAs, which resulted in a rather high experience level. Future research should investigate scaffolding-based CAs in real online courses in which learners interact with the CAs over a whole semester. With the help of qualitative interviews, additional insights can be found out.

Third, we tested our CA Sara in a rather narrow context (programming knowledge). We have tried to choose a context that is very representative today for online courses. Since the number of programming online courses has increased extremely, we have decided to choose such a course. Nevertheless, scaffolding and voice-based CAs may well achieve other effects in other contexts. Future research should try to find out to what extent the subject or domain has an influence on the effectiveness of scaffolding-based CAs in online education. This study contributes to the question of how to create meaningful interactions in large-scale online courses. The success of CAs in online learning environments will very much depend on the extent to which educational institutions and lecturers succeed in integrating CAs themselves. Hence, future research should focus on the development of appropriate authoring tools, which make it possible to create CAs without much programming knowledge. These authoring tools should make it easier to design scaffolding-based CAs including our proposed design principles.

Given that our results from scaffolding- and voice-based CAs are successful, our design principles could also have an effect on areas other than education. For example, such CAs could also be incorporated into explanatory videos, such as video tutorials on using smart systems, voting videos, etc. CONCLUSION
In our study, we investigated to what extent a voice-based and scaffolding CA can solve the challenge of creating meaningful interactions in online video lectures. Thereby, we proposed three central design principles: main- and sub-dialog (DP1), appropriate diagnosis methods (DP2), and addressing multiple channels (DP3). The instantiation of these three design principles in our CA Sara has led to a significant increase in learners’ information retention and transfer ability. This effect is even stronger in voice-based CA systems. Our results show that the use of CAs in online education and especially on top of online video lectures is promising.
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