UNLEASHING THE POTENTIAL OF CONVERSATIONAL AGENTS FOR COURSE EVALUATIONS: EMPIRICAL INSIGHTS FROM A COMPARISON WITH WEB SURVEYS

Research paper

Thiemo Wambsganss, University of St.Gallen, St.Gallen, Switzerland, thiemo.wambsganss@unisg.ch

Rainer Winkler, University of St.Gallen, St.Gallen, Switzerland, rainer.winkler@unisg.ch

Pascale Schmid, University of St.Gallen, St.Gallen, Switzerland, pascale.schmid@student.unisg.ch

Matthias Söllner, University of Kassel, Kassel, Germany, soellner@uni-kassel.de & University of St.Gallen, St.Gallen, Switzerland, matthias.soellner@unisg.ch

Abstract

Recent advances in Natural Language Processing (NLP) bear the opportunity to design new forms of human-computer interaction with conversational interfaces. However, little is known about how these interfaces change the way users respond in online course evaluations. We aim to explore the effects of conversational agents (CAs) on the response quality of online course evaluations in education compared to the common standard of web surveys. Past research indicates that web surveys come with disadvantages, such as poor response quality caused by inattention, survey fatigue or satisficing behavior. We propose that a conversational interface will have a positive effect on the response quality through the different way of interaction. To test our hypotheses, we design an NLP-based CA and deploy it in a field experiment with 176 students in three different course formats and compare it with a web survey as a baseline. The results indicate that participants using the CA showed higher levels of response quality and social presence compared to the web survey. These findings along with technology acceptance measurements suggest that using CAs for evaluation are a promising approach to increase the effectiveness of surveys in general.
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1 Introduction

Nowadays, educational institutions face the challenge to adapt their curriculum ever faster for students to get them prepared for an increasingly volatile, uncertain, complex and ambiguous (VUCA) world (Fadel and Groff 2018). Technological innovation happens at a faster pace, job profiles in demand are adjusted continuously (vom Brocke et al. 2018) and therefore educational institutions need to adjust their courses accordingly. The rising number of courses and students confront lecturers with the difficulty to know students’ needs and expectations and how they perceive the learning content (Blair and Valdez Noel 2014; Smithson et al. 2015; Spooren et al. 2013). In order to gain this information, course evaluation surveys are commonly used by educational institutions (Blair and Valdez Noel 2014). Here, online web surveys have developed as the standard format for course evaluations in most educational institutions, compared to paper-based surveys, since they are easy to distribute, simple to evaluate and less costly than paper-based approaches (Spooren et al. 2013). Despite the widespread use of this form of student feedback collection, previous research has shown that there are certain limitations of online
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surveys (Wambsganss, Winkler, Schmid, et al. 2020). Educational institutions are confronted with low acceptance and response rates, only time-related insights and low-quality answers in the open question sections that are hardly applicable for adapting courses to students’ expectations (Erikson et al. 2016; Tucker et al. 2008). Explanations for these negative effects might be that student responses are affected by survey fatigue (Tucker et al. 2008) or respondents’ satisficing behavior (Heerwegh and Loosveldt 2008; Kim et al. 2019). Using a method with a static interaction such as a web survey where it is difficult to control respondents likely leads to low-quality data (Kim et al. 2019; Wambsganss, Winkler, Söllner, et al. 2020), and this in return makes it difficult for educational institutions to adjust their courses to ever-changing environments. To address those issues, qualitative evaluation methods, such as individual interviews, are used to produce a higher quality of answers and to gain deeper insights (Steyn et al. 2019). However, these approaches are usually very resource-intensive since lecturers need to address every student individually, which is even more difficult in times of mass lectures such as massive open online courses (MOOCs) (Steyn et al. 2019).

One possible solution to benefit from the advantages of both – qualitative and quantitative – evaluation methods is using conversational agents (CAs). CAs are software programs which communicate with users through natural language interaction interfaces (Rubin et al. 2010; Shawar and Atwell 2005). Compared to traditional quantitative course evaluations, CAs are able to reach students on their everyday devices and build up a human-like interaction with them. CAs are able to adapt their answers to students’ utterances and can therefore build up a meaningful dialog with the students, almost like a qualitative lecturer-student interview (Wambsganss, Winkler, Schmid, et al. 2020). Backing on social response theory (Moon 2000; Nass et al. 1994; Nass and Moon 2000), this form of human-computer interaction might encourage students to provide a higher quality of answers for lecturers to improve their courses. The popularity of CAs, such as Amazon’s Alexa, Google’s Assistant, Apple’s Siri and other systems, has been steadily growing over the past few years (eMarketer 2017; Krassmann et al. 2018). The recent improvement in Natural Language Processing (NLP) and Machine Learning (ML) enables CA systems to ask and answer questions in natural conversation flows and use intelligent question answering to adapt to a certain task (Hobert and Wolff 2019). In education, CAs have been used for several purposes, such as to provide support for problem solving in mathematics (Aguiar et al. 2014), to mediate group learning processes during problem solving (Winkler et al. 2019), for collaborative language learning (Tegos et al. 2014) or for academic advising (Latorre-Navarro and Harris 2015). Existing research on CAs in education has mainly focused on providing learning support for students (Song et al. 2017). Research on CA support for lecturers is still scarce. Moreover, Winkler and Söllner (2018) emphasize that CAs might also have great potential as an evaluation tool for lecturers. Until now, only little empirical insight about how these CA interfaces influence the way how students evaluate the courses exist (Wambsganss, Winkler, Schmid, et al. 2020). A recent study by Kim et al. (2019) shows that a CA can perform part of a human interviewer’s role by applying effective communication strategies and, therefore, encourages user engagement, which in return leads to high-quality quantitative data. Moreover, Wambsganss et al., 2020 firstly investigated the positive effect of a conversational interface on the response quality and the level of enjoyment in course evaluations. Addressing this gap, we aim to contribute to research and practice by investigating the effect of CAs on qualitative response data in course evaluations answering the following research question (RQ):

RQ: How do conversational agents (CA) influence the response quality of online course evaluations compared to traditional web surveys?

To answer our research question, we conducted a 2 x 2 field experiment design based on social response theory to test whether different interaction types (conversational vs. static) and different levels of anthropomorphism (low vs. high anthropomorphism) result in a higher response quality for course evaluations. We chose to conduct a field experiment to evaluate the different interaction types in different real-world scenarios to expand the validity of our results independent of lecture type and content. Drawing on social response theory (Moon 2000; Nass et al. 1994; Nass and Moon 2000), we designed an NLP-based CA and deployed a field experiment with 176 students in three different course formats in which participants were asked to provide feedback on the lecture content and the teaching style of the
lecturer. We found that participants using a CA showed higher levels of social presence and the evaluation data showed higher levels of response quality. Moreover, the measured technology acceptance provides promising results to not only use our CA as a course evaluation tool in different learning settings but also rethink the use of CAs for other kinds of evaluations. The results suggest that CAs based on NLP may have a beneficial use for generating higher quality data for course evaluations and evaluations in general. Thereby, our study contributes to two different research areas in information systems: First, we contribute to the application of CAs in education, suggesting a successful use case to employ a CA with potential benefits for lecturers and educational institutions to better adjust their learning content based on high quality responses and potentially continuous student feedback. Second, we contribute to the human-computer interaction (HCI) and social response theory by measuring the influence of the interaction type and the level of anthropomorphism not only with self-reportings but also with more objective measures (e.g., sentiments and syntactical readability score). Our study suggests that highly anthropomorphistic design elements in the field of user-information-seeking scenarios such as course evaluation is not necessarily a benefit for response quality. The study also makes some practical contributions by exemplarily showing how educators can implement CAs as course evaluation tools in their learning environments, since they are widely available and easy to use from an educator’s – non-programming expert’s – point of view. Our research paper is organized as follows: First, we provide an overview of the theoretical background, the hypotheses development and our research question. Section 3 describes the experimental setup in more detail, including the procedure, the manipulations of the CA and the web survey, and the measurement and analysis of our constructs. Afterwards, we present the results for our research question. Then, we conclude with a discussion, limitations and future research. Finally, the paper closes with a conclusion.

2 Theoretical Background and Hypotheses Development

In this section, we provide an overview of CAs in education and discuss the current problems of course evaluations. Next, we will elaborate on social response theory as our theoretical lens on the way human-computer interaction is perceived. On that basis, we will develop our hypotheses which form our research model.

2.1 Conversational Agents in Education

CAs are software programs which are designed to communicate with users through natural language interaction interfaces (Rubin et al. 2010; Shawar and Atwell 2005). In today’s world, conversational interfaces, such as Amazon’s Alexa, Google’s Assistant, Apple’s Siri, are ubiquitous, with their popularity steadily growing over the past few years (eMarketer 2017; Krassmann et al. 2018). They are implemented in various areas, such as customer service (Hu et al. 2018; Xu et al. 2017), counselling (Cameron et al. 2017; Fitzpatrick et al. 2017), healthcare (Kowatsch et al. 2017; Laumer et al. 2019) or education (Kerly et al. 2007; Winkler and Stöllner 2018). Hobert and Wolff (2019) define CAs used in education as a special form of learning application that interacts with learners individually. The development of CAs in education goes back to the 1970s research stream of Intelligent Tutoring Systems (ITS) (e.g., Atkinson and Shiffrin 1968; Suppes and Morningstar 1969). Similar to a human tutor, these systems can present instructions, ask questions and provide immediate feedback (Kulik and Fletcher 2016). ITS evolved from abstract entities with limited technological possibilities to systems that are able to interact with learners using multiple channels of communication, exhibit social skills and perform different roles, such as tutors (Payr 2003), motivators or learning companions (Kim and Baylor 2008). While existing research on CAs in education has mainly focused on providing learning support for students (Hobert and Wolff 2019; Song et al. 2017), Wambsganss, Winkler, Schmid, et al., 2020 pointed out that CAs might also have potential as an evaluation tool.


2.2 Course Evaluation in Education and Satisficing Behavior

Nowadays, course evaluations are a common feature used by higher educational institutions to deliver high-quality teaching and learning (Erikson et al. 2016; Steyn et al. 2019). Course evaluation surveys can provide valuable insights into teaching and course effectiveness, which allows institutions to react to changing student needs (Blair and Valdez Noel 2014; Steyn et al. 2019). They can be divided into quantitative and qualitative evaluation methods. The most frequent form of course evaluations are quantitative web surveys (Erikson et al. 2016). Respondents evaluate and respond to this evaluation form by themselves, which implies ease of measurement (Kim et al., 2019). However, this static interaction method has been broadly criticized. The reliability and validity of student feedback surveys is questioned (Spooren et al. 2013; Kim et al. 2019) due to problems such as survey fatigue (Tucker et al. 2008) or respondents’ satisficing behavior (Krosnick 1991). Satisficing behavior is reflected in non-differentiation or straight lining, meaning an equal responsive behavior is used for an array of scaled questions (Kim et al. 2019). This behavior occurs because responding accurately and sincerely has a high level of cognitive demands (Krosnick 1999). Satisficing responses lead to response errors, thus producing data of lower quality (Heerwegh and Loosveldt 2008). A possibility to reduce satisficing behavior is qualitative course evaluations. According to Steyn et al. (2019), qualitative course evaluation has the potential to overcome the disadvantages of quantitative course evaluations. Qualitative course evaluation like class discussions promote conscientious responses and encourage participation through social presence (Kim et al. 2019). Having an interviewer can encourage students to participate in a survey, ask for clarification and check their answers to confirm their sincerity. These verbal and nonverbal interactions between students and lecturers promote accurate answers, which increases the feedback quality (Holbrook et al. 2003). However, lecturers may be reluctant to use qualitative course evaluation methods as they are not scalable, take longer to analyze and are resource-intensive (Steyn et al. 2019). CAs as a new survey method might be able to reduce the disadvantages of traditional quantitative and qualitative evaluations. Compared to qualitative evaluations, CAs are available at any time, can speed up response times and are less resource-intensive (Winkler and Söllner 2018). Furthermore, compared to quantitative evaluations, CAs can react to students’ responses and therefore create interactivity. Lundqvist et al. (2013) show that the use of CAs provide deeper information about the users’ opinions than normal Likert style surveys because of follow-up questions. Through reciprocal message exchange, conversational interactivity decreases respondents’ satisficing behavior, thereby producing high-quality data (Kim et al. 2019). Kim et al. (2019) show in their study that participants in a CA survey were more likely to produce differentiated responses, which resulted in higher-quality data than responses from participants in a web survey. Moreover, Wambsganss et al., 2020 firstly investigated the positive effect of a conversational interface on the response quality and the level of enjoyment in course evaluations. Nevertheless, transferable insights and empirical proof about the influence of CAs and the design on data quality in the context of online course evaluations is still scarce in literature. Therefore, we argue that there is a need to better understand whether conversational interfaces result in a higher response quality for course evaluations. To evaluate the effect of different interaction types on online course evaluations, we formulate the following hypothesis:

H1a: A CA will produce a higher response quality compared to a web survey.

We measure response quality based on three constructs: self-reported response quality by the user, syntactic readability based on the Flesch-Readability score (Flesch 1943) and the intensity of sentiments in the answers (e.g., Pang and Lee, 2008). Self-reported response quality and the intensity of sentiments (measurement further explained in section 3) is based on a user self-disclosure. According to Kim et al. (2019), self-disclosure is the most commonly used standard for evaluating data quality. Literature shows contradictory findings about respondents’ self-disclosure depending on the situation. Participants show an increased willingness to disclose sensitive information, e.g., in mental health contexts, when they believe that they are interacting with a computer and not with a human operator (Lucas et al. 2014). According to Lind et al. (2013), participants expose more sensitive information in the absence of a humanized interface as they perceive greater anonymity. On the other hand, a study by von der Pütten et al. (2010) revealed that a wordy agent facilitated self-disclosure.
2.3 Social Response Theory

Our research is motivated by social response theory. According to social response theory, humans tend to respond socially to agents that display characteristics similar to humans (e.g., to animals or technologies) (Moon 2000). Behavioral cues and social signals from computers, such as interacting with others, using natural language or playing social roles, subconsciously trigger responses from humans, no matter how rudimentary those cues or signals are (Nass et al. 1994; Nass and Moon 2000). Following the “Computers are Social Actors” (CASA) paradigm, existing research has examined different social cues and their influence on HCI. According to Tung and Deng (2006), students perceive a higher degree of social presence and social attraction in an active-interactivity environment than in a passive-interactivity environment. Also, Schuetzler et al. (2014) showed in their study that a dynamic CA compared to a static interview system is perceived as more engaging and more human-like and, thereby, increases the feeling of social presence. Thus, we hypothesize that:

H1b: A CA will produce a higher perceived social presence compared to a web survey.

Based on the “Computers are Social Actors” (CASA) paradigm from Nass et al. (1994), anthropomorphic design elements of personification are applied to human-like technologies (Gnewuch et al. 2018; Schuetzler et al. 2018). Anthropomorphic design elements include, e.g., a humanlike appearance of agents and socially oriented communication (Fink 2012). Anthropomorphism describes the tendency to apply humanlike characteristics, motivations, intentions or emotions to nonhuman agents (Epley et al. 2007). A study by Kim et al. (2019) shows that a CA can perform part of a human interviewer’s role by applying effective communication strategies. Anthropomorphic design elements might have the potential to overcome problems associated with online course evaluations, such as low acceptance rates. According to Fink (2012), adding humanlike design cues can have a positive impact on acceptance as they can elicit social responses. We propose that a higher acceptance rate induced by adding higher anthropomorphism to an agent leads to a higher response quality:

H2a: Higher levels of anthropomorphism will produce a higher response quality.

Adding anthropomorphic design elements such as a friendly communication style to an agent has a positive effect on the feeling of social presence (Gnewuch et al. 2018; Rietz et al. 2019; Verhagen et al. 2014). Gnewuch et al. (2018) use response delays to simulate the time it would take humans to respond to a message. In their study they demonstrate that CAs with dynamically delayed responses are perceived more humanlike by users and have a higher social presence (Gnewuch et al. 2018). Therefore, we derive the following hypothesis:

H2b: Higher levels of anthropomorphism will produce a higher perceived social presence.

According to Kim et al. (2019), social presence promotes conscientious responses, which has a positive effect on response quality. Social presence shows the degree to which participants in computer-mediated communication feel affectively connected to each other (Swan and Shih 2005). Verbal and nonverbal interactions draw the respondents’ attention and increase the social engagement with an agent, which leads to more appropriate answers (Holbrook et al. 2003). Therefore, we propose that a higher perceived social presence of an agent leads to a higher response quality:

H3: Higher levels of perceived social presence, will produce a higher response quality.

Our research model is illustrated in Figure 1.
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Figure 1. Overview of our research model

3 Research Methodology

To answer our research question, we chose to conduct a field experiment to test whether conversational compared to static interfaces result in higher quality response data for course evaluations. We chose this type of approach to evaluate the different interaction types in a real-world scenario and to ensure our results are independent of lecture type and content. Therefore, we designed a field experiment in which students of different lectures were asked to provide feedback on the lecture content and the teaching style of the lecturer. We used a fully randomized 2 (interaction type: conversational agent vs. static web survey) x 2 (anthropomorphism: low anthropomorphism vs. high anthropomorphism) between-subjects design resulting in one control group (CG) and three treatment groups (TG). The students were randomly assigned to one of the four conditions. The course evaluation questions were exactly the same for all groups, consisting of two quantitative and three qualitative questions following the standard content of the course evaluation of our university. In the following, we will explain the sample of participants, the artifact design, the experimental procedures and our measurements for the study.

3.1 Participants

<table>
<thead>
<tr>
<th>Lecture</th>
<th>CG</th>
<th>TG1</th>
<th>TG2</th>
<th>TG3</th>
<th>All answers</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small-sized</td>
<td>12</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>17</td>
<td>9.6%</td>
</tr>
<tr>
<td>Medium-sized</td>
<td>5</td>
<td>10</td>
<td>11</td>
<td>6</td>
<td>32</td>
<td>18.2%</td>
</tr>
<tr>
<td>Large-scale</td>
<td>36</td>
<td>35</td>
<td>32</td>
<td>24</td>
<td>127</td>
<td>72.2%</td>
</tr>
<tr>
<td>Participants</td>
<td>53</td>
<td>45</td>
<td>48</td>
<td>30</td>
<td>176</td>
<td>100%</td>
</tr>
<tr>
<td>Mean Age</td>
<td>24.71</td>
<td>24.43</td>
<td>24.56</td>
<td>24.57</td>
<td>24.52</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Female: 23</td>
<td>Male: 29</td>
<td>Female: 18</td>
<td>Male: 28</td>
<td>Female: 9</td>
<td>Male: 96</td>
</tr>
<tr>
<td></td>
<td>N/A: 1</td>
<td>N/A: 2</td>
<td>N/A: 4</td>
<td>N/A: 2</td>
<td>N/A: 8</td>
<td>N/A: 4.5%</td>
</tr>
</tbody>
</table>

Table 1. Overview of participant (CG = control group: low anthr. web survey, TG1: high anthr. web survey, TG2: low anthr. CA, TG3: high anthr. CA)

In order to validate our hypotheses in different learning environments, we conducted the experiment in three different lecture types: small-sized lectures (less than 25 students), medium-sized lectures (25 to 70 students) and large-scale lectures (more than 70 students). Since course evaluation feedback depend on the teacher-learner ratio, we aimed to ensure our results are independent of lecture type and content. The small-sized lecture was a course about research methods. In total, we obtained 17 valid answers from this type of lecture. The content of the medium-sized lecture was about Information management. Here, we received 32 valid answers from students in this course. To capture large-scale lectures, we applied a course evaluation in a lecture about digital business transformation in which 127 valid answers were collected. All three lectures were mandatory master lectures at our university. In total, 176 students participated in our study with a mean age of 24.52 years, consisting of 72 males, 96 females and 8 students who chose not to reveal their gender. All participants were master students in economics or
business in their first or third semester. Except for the small-sized lecture, we randomly assigned the participants to all four groups (see Table 1). In the small-sized lecture, we only test between low anthropomorphism of the web survey and low anthropomorphism of the CA to receive valid answers for the limited number of participants in this setting.

3.2 Design of Course Evaluation Artifacts

Every participant was asked to provide feedback on the lecture by answering five questions (see section 3.3). Every group received a different artifact leading the user through the course evaluation. We manipulated the user interaction (conversational agent vs. static web survey) in between the groups as well as the level of anthropomorphism (low anthropomorphism vs. high anthropomorphism) resulting in four artifacts. Our control group was the one with a low anthropomorphic web survey since this is the traditional format of course evaluation at our university.

Manipulation of User Interaction

For the interaction type of the course evaluation artifact, we used two different interfaces: a standard web survey and a CA. The participants of the two web survey groups (CG and TG1) conducted the course evaluation with a simple web survey tool called unipark. We chose this tool since it allowed us to design the survey similarly to the traditional web survey used at our university. The web survey could be completed by the students using either their personal notebook or a mobile device. The design of the web survey is presented in Figure 2. The quantitative questions were answered with a simple matrix format to ensure that the same-scaled options were used for multiple items to avoid repeating information. The qualitative items were answered with a simple plain text input field.

![Figure 2. Examples of manipulation of the level of anthropomorphism of the web survey (anonymized)](image)

The participants of treatment group 2 and 3 were asked to use a CA to conduct the course evaluation. For the CA we cooperated with the company Hubert.ai which is specialized on conducting chatbot-based surveys. The cooperation brought several benefits compared to developing our own solution: First, we could rely on proven design experience for questioning bots, which has been applied already in several practical scenarios including course evaluation. Second, the native designed chatbot of Hubert.ai

---

1 We hereby thank hubert.ai for supporting our research endeavor by providing the conversational agent.
allowed us to control all design parameters, collect logs of interaction behavior and manipulate the interaction of the CA with the user. Like the web survey, the CA survey could also be conducted using a personal computer or a mobile device. The design of the CA is illustrated in Figure 3.

Manipulation of Anthropomorphism

Besides manipulating the interaction type of the course evaluation, we also differentiated between the level of anthropomorphism of the web survey and the CA based on social response theory. Therefore, we distinguished between two anthropomorphic design elements: 1) a humanlike appearance of the CA and personification elements in the web survey following Araujo (2018) and 2) socially oriented communication, meaning more casual and extensive communication behavior following Chattaraman et al. (2019) and Kim et al. (2019) (see Figure 2 and 3 for the anonymized versions). The humanlike appearance was differentiated in the web survey by creating an avatar represented by a picture and a name following Nowak and Biocca (2003), which guided the participant through the survey (high anthropomorphism) (see Figure 2: 1 vs. 3). The socially oriented communication consisted of two types: First, a more extensive and casual communication with a casual conversation style, informal question items and the use of emojis (such as those commonly used in text messaging) following Colley et al. (2004) and Stephens et al. (2009), representing high anthropomorphism. Second, a formal conversation tone with standardized form, proper grammar and punctuation, and formal question items was used for the low anthropomorphistic versions (see Figure 2 and 3: 2 vs. 4). For both, the CA and the web survey, we used exactly the same social elements, such as the same texts, images and questions, to ensure comparability of the effects. The humanlike appearance was differentiated by giving the chatbot a name, a certain character (named Hubert) and social elements such as a longer response time (high anthropomorphism) (see Figure 3: 1 and 3). A fast response would be perceived as unnatural because humans need time for reading and answering a message and, thus, are not able to respond immediately (Gnewuch et al. 2018). Therefore, we designed the high anthropomorphic version of the CA with a response time of one second and a typing indicator, whereas the low anthropomorphic one directly responded to the user without any indicator.

Figure 3. Examples of manipulation of the level of anthropomorphism of the CA (anonymized)
3.3 Experiment Procedure

The experiment consisted of three phases: 1) randomization, 2) course evaluation and 3) posttest (see Figure 4). The randomization and the posttest were consistent for all four groups. In the course evaluation phase, we asked all participants the same questions: two quantitative and three qualitative questions following the standard content of the course evaluation of our university. We only manipulated the human interaction of the artifacts between the groups by interaction (conversational agent vs. static web survey) and level of anthropomorphism (low anthropomorphism vs. high anthropomorphism).

**Randomization:** The field experiment started with the lecturer announcing the conduction of a midterm course evaluation of the lecture. The students were asked to either type a link into their notebook or scan a QR code with their mobile device. The link led to a web page, which fully randomly assigned the students to one of the four different groups (CG and TG1-TG3). As two students with differently assigned interfaces could be sitting next to each other, they were told that different user interfaces were being tested for improving the design of the course evaluation. All course evaluations were conducted in the middle of the lecture period (after about 50% of the content had been taught).

**Course evaluation:** In the course evaluation phase, the students were asked five different questions about the content of the course and the lecture style. Since we wanted to test the effects of our treatments with both quantitative and qualitative question styles, we asked two quantitative questions first, followed by three qualitative ones. The first two questions addressed the perceived benefit of the course (“I can benefit from the content of the course.”) and the expectation for the lecturing style (“The lecturer was able to transfer the learning content according to my expectations.”). Both questions were measured with a 5-point Likert scale (1: strongly disagree to 5: strongly agree, with 3 being a neutral statement). Next, we asked the students three open qualitative questions (“Which course elements have contributed to your learning success in a positive way?”, “Which aspects of the course should be changed so that students benefit more from the course?” and “Are there any other points you would like to comment on?”).

**Posttest:** After the students conducted the course evaluation, they were led to a post-survey, in which we measured different constructs to validate our derived hypotheses. The constructs are described in the following section “Quantitative Data”.

3.4 Measurement and Analysis

3.4.1 Quantitative Data

To measure social presence, we used items from Gefen and Straub (1997). In particular, we asked students about the following items: “There is a sense of human contact in the course evaluation tool.”, “There is a sense of personalness in the course evaluation tool.”, “There is a sense of sociability in the course evaluation tool.”, “There is a sense of human warmth in the course evaluation tool.”, and “There is a sense of human sensitivity in the course evaluation tool.”. For measuring the response quality, we used one subjective and two objective measurements: (1) self-reported response quality by the user, and
(2) syntactic readability based on the Flesch-readability score (Flesch 1943) as well as the intensity of sentiments in the answers (e.g., Joshi et al. 2014; Pang and Lee 2008). We measured the self-reported response quality by asking participants the following questions: “The design of the evaluation tool made me think longer about my responses compared to traditional surveys.” and “I would prefer using a chatbot as a survey tool.” Moreover, we captured the perceived usefulness, intention to use and ease of use following the technology acceptance model of Venkatesh et al. (2003), Venkatesh and Bala (2008). Exemplary items for the three constructs are: “Imagine the evaluation tool was available in your next course, I am encouraged to use it.”, “I would find the evaluation tool useful for giving course feedback.”, “Using the evaluation tool would allow me to perform a more effective evaluation.” or “The evaluation tool is easy to use.” All these items were measured with a 5-point Likert scale (1: strongly disagree to 5: strongly agree, with 3 being a neutral statement).

3.4.2 Qualitative Data

To measure the syntactic readability of texts, several measures have been used in research (Fromm et al. 2019; Khawaja et al. 2010). We selected the Flesh-Reading-Ease (FRE) (Flesch 1943) to capture the readability of received responses since this score combines language complexity measurements such as the average sentence lengths and the average syllables per word into one number (Flesch 1943). The score has been widely used before to determine the readability of a message in computer-mediated communication (Walther 2007; Wambsganss and Fromm 2019) or for the complexity of CA user responses (Gnewuch et al. 2018). Following Flesch (1943), we used the following formula since we received answers in English:

\[
\text{Flesch Reading Ease} = 206.835 - (1.015 \times \text{asl}) - (84.6 \times \text{asw})
\]

\(\text{asl}: \text{average sentence length of a response, } \text{asw}: \text{average syllable per word}\)

The scores of our answers reach from 0 to 110. The higher the FRE score, the better the readability of the responses. Moreover, we aimed to capture the sentiments of the evaluators since a sentiment is a good indicator for an individual taking a position on a certain topic (e.g., in opinion mining (Gruettner et al. 2020; Pang and Lee 2008). For example, if a student only answers “course content in learning unit 2” no action steps can be derived, since this message has no sentiment (positive or negative notion). Therefore, we used the Naive-Bayes approach of TextBlob\(^2\), using Python 3.7 to determine the sentiments of each response since it is an easy to use, openly available approach trained on review (evaluation) data. The scores are usually labeled between -1 and 1 according to a “positive”, a “negative” and a “neutral” mood (-1 being negative, 0 neutral and 1 positive). However, we multiplied values smaller than 0 with \(-1\) since we did not distinguish between positive or negative sentiments. We believe “position talking” sentiments are valuable for the use case of course evaluation, similar to opinion mining (Pang and Lee 2008) or language complexity measurements (Joshi et al. 2014). Finally, we used a continuous normalized scale from 0 to 1 to measure the sentiments: 0 meaning no sentiment (neutral statement) and 1 meaning high sentiment (no matter if positive or negative). For measuring the FRE and the sentiments, the answers of all three qualitative questions from the course evaluation were combined to one string and analyzed using Python 3.6, utilizing the natural language toolkit (NLTK) (Bird et al. 2009). To construct one measurement for data quality, we normalized the construct’s self-reported response quality, FRE and sentiments and weighted every measurement with one third to generate one final value to distinguish the responses.

In addition, we collected demographic information (age and gender) and asked participants if they had used a CA (e.g., Facebook Messenger Bot) before to control for technology usage between the groups. For data analysis, we used linear regression models and checked their assumptions visually with a test for normality and a test for homoscedasticity. All assumptions are met (see appendix).

\(^2\) https://textblob.readthedocs.io/en/dev/index.html
4 Results

4.1 Descriptive results

To answer our research question, how a CA can improve the response quality of online course evaluations compared to a web survey, we calculated the means and standard derivations (SD) between the control and treatment groups (CG and TG1-TG3) depicted in Table 2. Moreover, we conducted multiple regressions for the corresponding variable as a control variable for all the hypotheses 1-3. The descriptive statistics are also illustrated in Table 2.

<table>
<thead>
<tr>
<th>Condition</th>
<th>n</th>
<th>Social presence</th>
<th>Response quality</th>
<th>Social presence</th>
<th>Response quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG: low anthr. web survey</td>
<td>53</td>
<td>2.307</td>
<td>0.112</td>
<td>2.372</td>
<td>0.116</td>
</tr>
<tr>
<td>TG1: high anthr. web survey</td>
<td>45*</td>
<td>2.431</td>
<td>0.1181</td>
<td>3.722</td>
<td>0.507</td>
</tr>
<tr>
<td>TG2: low anthr. CA</td>
<td>48</td>
<td>3.070</td>
<td>0.506</td>
<td>3.211</td>
<td>0.108</td>
</tr>
<tr>
<td>TG3: high anthr. CA</td>
<td>30*</td>
<td>3.413</td>
<td>0.507</td>
<td>3.413</td>
<td>0.108</td>
</tr>
</tbody>
</table>

Table 2. Overview means and standard derivations (*not part of small-sized lecture experiment as explained above)

To summarize our descriptive findings, we plotted the results on perceived social presence and response quality between the two interaction types web survey and CA in Figure 5.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H1b: confirmed</td>
<td>H1a: confirmed</td>
<td>H2b: not confirmed</td>
<td>H2a: not confirmed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Differences in perceived social presence and response quality between Web Survey and CA

4.2 Analytical results

The results of our research model, the $r$ values and the significances are illustrated in Figure 6. The statistical tests on our results support our hypotheses H1b and H1a, meaning that a conversational interaction type significantly influences the perceived social presence and response quality in online course evaluations. However, our hypothesis H2a and H2b were not supported, meaning that the level of anthropomorphism of a CA or a web survey has no significant influence on social presence and response quality in online course evaluations. Also, we could not confirm our hypothesis H3, meaning that social presence in online course evaluations does not automatically lead to a higher response quality.
Figure 6. Overview of R-squared and significances of our hypotheses

In order to control for potential effects of interfering variables with our sample size and to ensure that the randomization was successful, we compared the difference in the mean of CA pre-usage, age and gender. We received p-values larger than 0.05 showing that there was no significant difference between the groups for all three variables. Around 70 percent of the participants had used a CA before across all treatments. Besides, we did not find any significances between the results of the qualitative course evaluations between the treatment groups. The course content was rated with mean = 3.60 (SD = 0.23) and the lecturer with mean = 3.72 (SD = 0.91) of participants using the CA. Participants conducting the course evaluation through the web survey judged the course content with mean = 3.75 (SD = 0.75) and the lecturer with mean = 3.66 (SD = 0.84).

5 Discussion

We conduct a 2 x 2 field experiment design to test if and how different interfaces (CA vs. static web survey) and different levels of anthropomorphism (low vs. high anthropomorphism) result in a higher response quality for online course evaluations. We chose to conduct a field experiment to evaluate the different interaction types in different real-world scenarios to ensure our results are independent of lecture type and content. Drawing on social response theory (Moon 2000; Nass et al. 1994; Nass and Moon 2000), we designed an NLP-based CA and deployed a field experiment with 176 students in three different course formats in which participants were asked to provide feedback on the lecture content and the teaching style of the lecturer. We found that participants using a CA showed higher levels of social presence and were more likely to share high quality feedback. Moreover, we measured the technology acceptance showing that the intention to use a CA for online course evaluations is higher (mean = 3.69, SD = 0.93) than the intention to use a web survey (mean = 3.47, SD = 0.83). These results are consistent with past studies that investigated beneficial effects of CAs over non-adaptive systems (such as surveys) (e.g., S. Kim et al., 2019; Wambsganss et al., 2020). One reason for the effect might be that conversational interfaces better direct the attention of the user to the question compared to a static web survey (Kim et al., 2019). We argue, that this might help to overcome the common challenges of surveys in general, such as survey fatigue (Heerwegh and Loosveldt 2008) or satisficing behavior (Tucker et al. 2008), and thus leads to better response quality. This can also be seen by the qualitative data of our post-survey, where multiple students made comments about CA such as about the perceived interaction: “More natural and seems transparent”, “It was more interactive than a questionnaire”, “Feels more personal”; the perceived usefulness: “It is very easy to understand and to use”; the perceived joy: “It’s different than other tools and more fun”; the response behaviour: “I think your feedback with this tool is more honest”; or in general: “It’s been time to implement these technologies”. Interestingly, our study was not able to show significant effects of anthropomorphism on the response quality. This is in contrast to the many studies that show the advantages of anthropomorphism in CAs (Fink 2012; Gnewuch et al. 2018; Rietz et al. 2019). However, our study verifies the results of Lind et al. (2013), who found that participants expose more sensitive information in the absence of a humanized interface as they perceive greater anonymity. We argue, that course evaluations are about revealing feedback, which can be, to an
extent, sensitive information. Our study has several theoretical contributions and practical implications. First, we contribute to the application of CAs in education, suggesting a successful use case to employ a CA with potential benefits for lecturers and educational institutions to better adjust their learning content based on high quality responses and potentially continuous student feedback. Second, we contribute to the HCI and social response theory by investigating the influence of the interaction type and the level of anthropomorphism on an objective outcome (e.g., number of sentiments and readability). Our study suggests that high anthropomorphistic design elements in the field of user-information seeking scenarios such as course evaluation is not necessarily a benefit for response quality. The study also makes some practical contributions by exemplarily showing how educators can implement CAs as course evaluation tools in their learning environments, since they are widely available and easy to use from an educator’s – non-programming expert’s – point of view. Besides, our study faces some limitations. First, we only asked a representative subset of course evaluation question. Asking more questions with a longer interaction might lead to different response results. Second, it remains open if an ongoing usage of a CA as a course evaluation tool continuously leads to a higher response quality compared to a web survey or if this was only a short time effect. Even if 70 percent of the participants said they had used a CA before, novelty effects cannot be expelled. Therefore, we call for future work to test the effect of a CA as the course evaluation tool in a longitude study. Moreover, we did not investigate the different social cues about the CA design, since our objectives were rather to provide an empirical proof that a CA leads to a higher response quality. Also, we did not investigate potential effects of subsets (e.g., gender or lecture format) on the measured variables. Hence, we also call for future work to investigate the design of social cues for information-seeking bots such as for course evaluations or other types of feedback scenarios and the influence of lecture types on response quality.

6 Conclusion
We aimed to explore the effects of CAs on the response quality of online course evaluations in education compared to the common standard of web surveys. We proposed that a conversational interface will have a positive effect on the response quality through the change of interaction and perceived social presence. We designed an NLP-based CA and deployed it in a field experiment with 176 students in three different course formats and compared it with a web survey. The results indicate that participants using the CA showed higher levels of social presence and were more likely to share high quality feedback. These findings and the measured technology acceptance suggest using CAs not only as a standard tool for course evaluations but also for other forms of evaluation feedback or survey tools.

Appendix

Test for homogeneity of variance
Test for normality

Figure 7. Check for assumptions of linear regression
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