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Abstract 
This demonstration paper proposes a hybrid intelligence 
system that combines the complementary strengths of 
human and machines for complex decision-making 
problems that require human “gut feeling” (i.e. success 
prediction for startups). The architecture extends 
principles of previous interactive machine learning 
systems by using continuous input from an expert 
crowd and explicitly leveraging the advantages of 
collective intelligence. This approach allows to augment 
machine learning techniques for generating features, 
intuitive and analytic labeling as well as 
troubleshooting. 
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Introduction 
Progresses in machine learning techniques led to 
increasing use of artificial intelligence (AI) in real-world 
business contexts. In the wild, however, AI applications 
frequently struggle with complex decision-making tasks 
that are highly dynamic and time variant, where 
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training data might not be representative for real 
applications, only few data is available, or processing 
soft information and human gut feeling is necessary to 
predict extremely uncertain outcomes [3]. 

Previous research has shown that humans and 
machines have complementary benefits, which allows 
to leverage human intelligence to augment AI 
applications during training [e.g. 2, 7]. While human 
users are good at generating diverse ideas, or can 
annotate arbitrary data, machines are particularly 
superior in weighting multiple criteria and provide deep 
insights in the complex decision rules of human 
intuition. However, these interactive machine learning 
architectures fail short for highly complex and uncertain 
decision-making tasks that require continuous input of 
domain experts. Those, were not fully captured in 
previous applications of interactive architectures that 
leverage crowdsourcing (e.g. [1, 8]).  

The purpose of our research is to propose a scalable 
hybrid intelligence system that combines collective 
human and machine intelligence to achieve better 
results than each of them could do in separation. For 
solving such highly uncertain tasks, the system 
architecture empowers a collective group of domain 
experts to teach an artificial intelligence by generating 
features, labelling, and actively debugging the learner. 
Vice versa the system provides feedback to the user to 
improve task performance over time. The long-term 
aim is therefore to develop a hybrid intelligence that 
has a better “gut feeling” then the best individual 
human expert. This prototype allows to draw 
generalizable conclusions that can be leveraged for 
designing hybrid intelligence architectures for several 

other complex decision-making problems requiring 
continuous learning (e.g. medicine, recruiting etc.). 

On representative context for such problems is startup 
investing (i.e. finding unicorns). Those investment 
decisions are inherently complex as they require to 
assess large quantities of data including multiple data 
types that is often subject to interpretation to infer 
future success of an investment. This results time 
delayed feedback on the quality of a decision [5]. Such 
complex and highly uncertain tasks require so called 
gut feeling, a combination of both intuitive and 
analytical decision making [6] that can only be 
achieved by experts with extensive domain expertise. 
These demands make it highly difficult for machine 
learning techniques to predict. On the other hand, 
some human super forecasters proved to be 
astonishing successful in predicting outcomes that 
seem to be unpredictable [5]. 

System Description 
Using humans for labelling tasks typically assumes that 
non-experts are crowdsourced for creating noisy labels 
with ground truth (e.g. labelling a cat as a cat), which 
does not require a high amount of domain knowledge. 
Our assumption, however, is that complex decision-
making tasks require the subjective judgements of 
expert crowdsourcing that is based on human gut 
feeling. Such users are benevolent, error prone experts 
(some are better than others) but have individual 
biases and limits [6]. Moreover, our hybrid intelligence 
architecture capitalizes from the rational of collective 
intelligence [10]. The system actively uses the diverse 
knowledge and experience of users and aggregates 
their knowledge while it reduces the biases of individual 
decision makers. As there is no ground truth for 
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Figure 1: User profile for 
capturing domain expertise that 
is required for matching users 
with tasks.  

 

Figure 2: List of similar startups 
(left) that allows the user to 
compare startups and startup 
data along its business model 
dimensions. 



 

judging startups, aggregation reduces error and is 
informative, which optimizes the labelling quality. 
Finally, interactive machine learning mostly uses 
human input for training. Our system however focuses 
on continuous learning from human input, which is 
required for such AI applications in the wild. 

User Interface 
The users can provide profile information capturing 
their domain knowledge and expertise. Relevant startup 
data is visualized and divided in different parts for 
different expertise requirements along an ontology that 
translates each dimension in proxies in machine 
readable format. This creates a shared understanding 
between humans and the learner. Each user is then 
provided with a list of startups with varying similarity. 
This is inspired by analogical encoding that enables a 
human to recognize similar attributes for identifying 
differences more deliberate judgements [4]. 

Crowdsourcing Task  
The user workflow of the crowdsourcing tasks consists 
of four main components:  

§ matching each dimension of a startup with a crowd 
of users (approx. 5) that have the required domain 
knowledge. To leverage the advantages of collective 
intelligence, the system balances exploiting experts 
from the same industry and exploration (users from 
a different, related industry).  

§ generating learning features that experts use to 
make a judgement to adapt the ontology when 
decision criteria change. This approach allows to deal 
with time variant features in machine learning. 

§ the labelling task that requires the user to start with 
an intuitive, holistic assessment of the startup by 
providing a funding mechanism (from 0 to 100), 
which represents the overall degree of belief that a 
startup will succeed. The intuitive assessment is then 
proceeded with an analytical judgment sequence that 
requires the user to judge each startup along several 
criteria dimensions on a 10-point Likert scale. 

§ the troubleshooting task allows the learner to 
actively ask members of the crowd to debug the 
predicted judgement, when it is uncertain. The user 
can then adapt the predicted values. 

 
Machine Learning Architecture  
The machine learner includes several algorithms that 
learn from the human user input. First, it learns what 
features are perceived as relevant from human decision 
makers and how they judge certain values (e.g. how is 
a team of 3 novices perceived on a scale from 1 to 10). 
This allows the learner to study both the analytical and 
intuitive judgement rules of human experts as well as 
new features that are relevant for such decisions. 
Moreover, an uncertainty sampling active learning 
algorithm allows the learner to actively ask for 
troubleshooting. Finally, the learner captures how the 
input of each user should be weighted according to 
their expertise and skills to optimize label quality and 
thus prediction accuracy.  

Feedback  
Finally, the user receives feedback (cognitive and 
outcome feedback) [9] on the judgement task 
visualizing the individual analytical and intuitive 
assessment of each startup compared to the 
aggregated score of the crowds´ judgement (i.e. the 
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Figure 3: The analytical 
judgement of the startup is 
provided by 10 point Likert 
scales. The same mechanism is 
applied for troubleshooting. 

 

Figure 4: The users provide an 
intuitive judgement through a 
funding mechanism that allows 
them to invest a budget from 0 to 
100.  

 

Figure 5: Features for each 
judgement dimension are 
provided in textual form to allow 
the machine learning engineer 
adapting the ontology and 
features that are applied. 

 



 

collective assessment) as well as the learner’s 
prediction. This allows to teach the user and increase 
decision-making performance over time. 

General Implications for CHI 
The general goal is to design a hybrid intelligence 
system that can achieve superior performance by 
combining the complementary benefits of humans and 
machines through augmenting an artificial intelligence 
through crowdsourcing. We thus apply several 
rationales that were not fully discovered so far. First, 
we propose a hybrid architecture that allows to teach 
an artificial intelligence “gut feeling”, which is defined 
as a combination of intuitive and analytical decision-
making and adapt to complex problems under extreme 
uncertainty. Furthermore, this allows us to get deep 
insights into human intuition and decision rules as well 
as how they can be taught to a machine. Such 
architectures might be relevant for several applications 
in dynamic real-world settings. Second, we propose a 
task design for labelling situations without ground truth 
that starts the relevant cognitive procedures to allow 
better quality screening. Third, we explicitly consider 
the differences of individuals in the crowd and leverage 
the benefits of diverse skills and expertise for machine 
learning labelling tasks. Fourth, our system allows to 
examine the effect of feedback from different sources 
(i.e. other members of the crowd or AI predicted) on 
learning and the long-term performance of individuals 
in highly complex decision-making tasks. 
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Figure 6: The users receive 
feedback on their decision rules 
(cognitive feedback) and their 
confidence (outcome feedback) 
compared to the learner´s 
prediction and the crowds´ 
collective judgement. 
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