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Abstract 

The increasing popularity of open innovation approaches has led to the rise of various 
open innovation communities on the Internet which might contain several thousand 
user-generated ideas. However, a company’s absorptive capacity is limited regarding 
such an amount of ideas so that there is a strong need for mechanisms supporting the 
evaluation of these ideas. In this paper, we focus on the evaluation of such mechanisms 
for collective idea evaluation. Applying a multi-method approach, we compare six 
different configurations of a prediction market with a multi-criteria rating scale that 
performed best in previous research. We combine a web-based experiment with 448 
participants, data from a participant survey, and an independent expert jury. Based on 
cognitive load theory, we explain why a multi-criteria rating scale outperforms 
prediction markets in terms of evaluation accuracy and evaluation satisfaction. This 
study contributes to theory building in the emerging field of collective intelligence. 

Keywords: open innovation, collective intelligence, rating scales, prediction markets, 
idea evaluation, communities, crowdsourcing, cognitive load theory, information 
aggregation, web 2.0 
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Introduction 

Over the last decade, the concept of open innovation (OI) has been firmly established in research and 
practice (e.g., Enkel et al. 2005; Gassmann 2006; Lakhani and Panetta 2007). Open Innovation refers to 
an innovation regime in which an organization opens its innovation processes for both an inflow and an 
outflow of ideas to external parties (Chesbrough 2006). Today, companies can no longer rely solely on 
internally developed innovations but systematically integrate other sources of innovation in order to 
improve their innovativeness. Customers, in particular, are seen as one of the biggest resources for ideas 
for innovations (Bogers et al. 2010; Enkel et al. 2005; von Hippel 2005). The positive impact of customer 
integration on company success has been demonstrated in various studies (e.g., Enkel et al. 2005; 
Gassmann 2006; Ogawa and Piller 2006; von Hippel 2005; West and Lakhani 2008). One key method of 
integrating customers into innovation development are OI communities. Innovation communities invite 
external actors, in particular end-users, to freely reveal innovative ideas (von Hippel 2005). Through 
these communities, members contribute their ideas to be reviewed, discussed, and rated by the user 
community (Blohm et al. 2011a; Ebner et al. 2009; Franke and Shah 2003; Riedl et al. 2009). Prominent 
examples are Dell IdeaStorm or MyStarbucksIdea, both comprising several thousand users and user-
generated ideas. While these OI communities provide access to the knowledge of many customers and 
thus to a large amount of need and solution information (von Hippel 2005), one core challenge arises for 
companies: How to select and filter the most relevant information from those communities? Constraints 
of time, budget, cognitive resources, and organizational structures limit the absorptive capacity of 
community owners, so that only a fraction of submitted ideas can be implemented (Blohm et al. 2011b; 
Cohen and Levinthal 1990; Di Gangi and Wasko 2009). Mechanisms for community-based idea 
evaluation may facilitate the process of identifying the ‘best’ ideas (Berg-Jensen et al. 2010). As the 
evaluation of external information is a crucial facet of absorptive capacity (Torodova and Durisin 2007), 
the application of these mechanisms may enhance the incorporation of ideas. Applying Shannon’s (1948) 
information theory the community evaluation can act as filter between the community and the company, 
thus enhancing the quality of the knowledge transmission between the community as sender and the 
company as receiver of ideas. With appropriately designed filters, high quality ideas can be identified 
more easily, as the ‘noise’ reflecting low quality ideas can be sorted out, and thus companies only have to 
cope with a smaller number of ideas. In the context of this work we define a mechanism’s evaluation 
accuracy as its ability to identify the best ideas from the viewpoint of the adopting organization and a to 
achieve high ‘fit’ with the organization’s own assessment, which is commonly performed by in-house 
experts (Cohen and Levinthal 1990; Lane et al. 2006). 

Mechanisms for utilizing the collective intelligence of crowds (Leimeister 2010) for evaluation purposes 
are still rare (Bonabeau 2009), even though they can serve as decision support systems for companies 
(Berg and Rietz 2003). Evaluating the quality of ideas in OI communities can be considered as a collective 
judgment task (Zigurs and Buckland 1998) and in current studies, rating scales (e.g., Di Gangi and Wasko 
2009; Riedl et al. 2010) and prediction markets (e.g., Dahan et al. 2010; LaComb et al. 2007; 
Soukhoroukova et al. 2011) have been researched as two major mechanisms for collective idea evaluation. 
Regarding the use of rating scales for idea evaluation, Riedl et al. (2010) suggest that more elaborate 
scales involving multiple attributes perform better than simple scales, despite their popularity. Besides, 
prediction markets have been found to be very promising for the evaluation of innovation ideas (Bothos et 
al. 2009; Soukhoroukova et al. 2011). However, the design of trading mechanisms is affecting the 
behavior of users, their satisfaction, and overall market efficiency (Chen et al. 2010; Jian and Sami 2010) 
and it is unclear how these markets should be set-up for idea evaluation. As participation in OI 
communities fluctuates, appropriate evaluation mechanisms should not only be accurate. They should 
also create high satisfaction among users, as users will simply stop evaluating ideas if this is perceived as 
dissatisfying. Eliciting high participation and enabling participants to make valuable contributions are 
important challenges in the design of social interaction systems for collective idea evaluation. Thus, user 
perceptions of such mechanisms have to be incorporated into the overall design decisions since they are 
pivotal antecedents of a wise crowd (Graefe 2009). In addition to uncertainty regarding the design of the 
individual mechanism, the question arises how these two different concepts stack up against each other as 
they lack empirical evaluation of their relative performance (Chen et al. 2005; Graefe 2009).  
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To answer the question of how to design the mechanism of a prediction market and to perform a relative 
performance comparison between prediction markets and rating scales as idea evaluation mechanisms, 
we followed a two-stage experimental design with multiple treatment groups (Shadish et al. 2002) (cf. 
Figure 1). In stage I, we compare six different prediction markets using Hanson’s (2003; 2007) market 
maker to identify robust configurations of such a mechanism. In stage II, we compared the best 
performing prediction market from stage I against a multi-criteria rating scale that was found to be most 
appropriate for evaluating innovation ideas in previous research (Riedl et al. 2010). Both stages of the 
experiment employed a between subject design with random assignment of 448 participants to seven 
treatment conditions (six markets and one rating scale). In both stages, independent expert evaluations 
served as baseline for the performance comparison. To ensure that the comparison ‘prediction market vs. 
rating scale’ (the main focus of this study) is robust, we need to ensure that both mechanisms, 
individually, follow the best possible design. While we are able to build on prior research regarding the 
design of the rating scale, no clear best-of-breed recommendation is available for prediction markets. 
Hence, we follow this two-stage experimental design in which we first analyze different configurations of 
prediction markets before comparing it to the best-performing rating scale suggested by prior research. 

 

Figure 1. General Research Approach 

In summary, this study has the following goals: 

1. From a theoretical perspective, we create and test a model to analyze the performance of two 
major concepts for eliciting group judgments: a prediction market and a rating scale. 
Furthermore, we evaluate six different market designs for their relative performance. Thus, our 
paper provides a first experimental comparison of these two mechanisms for group judgments. 

2. From a methodological perspective, we apply three different research and data collection methods 
to analyze the effectiveness of two different idea evaluation mechanisms that are commonly used 
in OI communities. Triangulating a web experiment, a questionnaire, and independent expert 
evaluation of idea quality, we are able to increase the robustness of our results.  

3. From a practical perspective, our research provides actionable design guidelines for community-
based idea evaluation mechanisms in OI communities. Following these design recommendations, 
community evaluations in OI communities should be improved. 

The paper is structured as follows: After the following short review of the theoretical basis, we present our 
research model and hypotheses. We then present our research design including a detailed description of 
the experimental set-up. The next section then analyzes six different prediction market configurations. 
This is followed by the main analysis comparing the best-performing prediction market against a multi-
criteria scale and the test of our hypotheses. Finally, the conclusion discusses contributions, limitations, 
and opportunities for future research. 

Theoretical Background 

Idea Quality 

Community-based idea evaluation mechanisms aim to filter out the best ideas among a pool of 
submissions. Rating scales and prediction markets function as alternative ways of assessing idea quality. 
In this context, idea quality is a complex construct consisting of four distinct dimensions: novelty, 
feasibility, relevance and elaboration (Blohm et al. 2011a). Originality is the most important facet of 
novelty and refers not only to an idea being unique or rare, but also to being surprising, imaginative, or 
uncommon (Dean et al. 2006). From a new product development perspective, the novelty of an idea refers 
to its innovativeness. Novelty alone is not enough for an idea to be useful. Ideas must also solve a tangible, 
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and vital problem (Amabile 1996; Dean et al. 2006). Usefulness refers to an idea’s value or relevance 
(Kristensson et al. 2004). In the scope of OI communities, this would be the financial potential and the 
customer benefit that an idea endows (Cady and Valentine 1999). An idea’s feasibility is another vital 
dimension of idea quality, as it captures the ease with which the idea can be transformed into a 
commercial product (Cady and Valentine 1999). Another trait of idea quality is elaboration, which is the 
extent to which idea are complete, detailed, and understandable (Dean et al. 2006).  

Idea Evaluation Mechanisms 

Rating Scales 

Applying rating scales, users choose among a finite set of competing alternatives by evaluating a defined 
set of criteria. By assigning numerical values to the given criteria, rating scales strive for identifying an 
alternative that is closest to an a priori defined optimum (Limayem and DeSanctis 2000). By means of 
different weighting and aggregation algorithms as used in Multi-Criteria Decision Making (Triantaphyllou 
2000) or opinion pools (Chen et al. 2005), individual ratings can be aggregated to group decisions. Apart 
from their original domain of social science (Christian et al. 2007; Couper et al. 2007), the psychometric 
properties, perception, and usage of rating scales for online use have been researched in the fields of 
human-computer interaction (Knapp and Kirk 2003; van Schaik and Ling 2007), e-commerce (Cosley et 
al. 2003; Winkelmann et al. 2009), knowledge management (Poston and Speier 2005), and OI (Berg-
Jensen et al. 2010; Di Gangi and Wasko 2009; Riedl et al. 2010). 

Prediction Markets 

Prediction markets are virtual market places on which participants trade contracts that are bound to the 
occurrence of a future event and whose purpose is to collect, aggregate, and evaluate dispersed 
information (Arrow et al. 2008; Spann and Skiera 2003; Wolfers and Zitzewitz 2004). The theoretical 
foundation of prediction markets is the efficient market hypothesis. According to Hayek (1945), market 
prices are the most efficient instrument to aggregate asymmetrically dispersed information. Thus, market 
prices in efficient markets can be used for forecasting as they reflect all available information (Fama 1970; 
1991). In prediction markets, participants buy contracts that have a certain payoff (e.g., $100) if a future 
events occurs. In the case that this event does not occur, contract holders receive nothing. Thus, the 
market price reflects the probability that an event occurs, and traders can make profits if they correctly 
predict the event’s occurrence. Prediction markets have successfully been used in the domains of politics 
(Forsythe et al. 1999), sports (Chen et al. 2005; Servan-Schreiber et al. 2004), and economics (Spann and 
Skiera 2003). Researchers also applied the concept to the evaluation of new product ideas (Bothos et al. 
2009; LaComb et al. 2007; Soukhoroukova et al. 2011), new product concepts (Dahan et al. 2010) and 
early stage technologies (Chen et al. 2009-10). A major concern of prediction markets are ‘thin markets’ in 
which information aggregation is ineffective due to insufficient traders (Hanson 2003; Healy et al. 2010). 
Automatic market makers overcome this problem with algorithms that adjust prices based on the 
transactions of the traders (Boer et al. 2007; Das 2005). They give instant feedback to traders, as trades 
can be performed at any time without having to wait for a second trader as a counterparty (Berg and 
Proebsting 2009; Pennock and Sami 2008). Hanson’s (2003; 2007) Logarithmic Market Scoring Rules 
(LMSR) maker is currently the most applied market maker (Jian and Sami 2010; Othman and Sandholm 
2010) and has been applied in politics and sports (Slamka et al. 2011), general economic forecasts 
(Mizuyama and Komatsu 2010; Othman and Sandholm 2010), and idea markets evaluation. Moreover, it 
is feasible to handle large-scale experiments (Gaspoz and Pigneur 2008; Othman and Sandholm 2010). 

Comparison of Rating Scales and Prediction Markets 

Rating scales and prediction markets are fundamentally different in their approaches to evaluate idea 
quality. First, using a rating scale, an absolute assessment of a rating object is created which is set against 
this scale. This rating has a meaningful interpretation on its own. A prediction market, on the other hand, 
creates a relative comparison of all rating objects against themselves. Consequently, for a meaningful 
interpretation all rating objects that were part of the relative comparison must be known. A related 
distinction can be made regarding the social properties of the two mechanisms. While a rating scale can 
be operated by a single user in isolation, prediction markets are per definition social mechanisms that 
require several traders to perform trades. Furthermore, rating scales can be operated in a single, one-off 
fashion whereas in a prediction market, repeated trading and involvement over time would be required to 
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aggregate information. A final distinction can be made regarding the final output of the rating 
mechanisms. A rating scale produces individual ratings by each user for each rating object. These 
individual ratings then have to be aggregated using some kind of aggregation mechanism (e.g., 
aggregation by mean) to arrive at an overall ranking. A prediction market, on the other hand, does not 
produce individual ratings but produces only the overall ranking of all rating objects.  

Cognitive Load Theory 

Research on computer-human interaction suggests that the success of task completion is a function of 
information presentation and the users’ cognitive abilities (Nielsen 1994; Shneiderman and Plaisant 
2004; Stewart and Travis 2003). In this regard, cognitive load theory (Sweller 1988) assumes that the 
human cognitive architecture utilizes a short-term working, and a long-term storage memory, processing 
information and tasks. Human working memory processes all conscious cognitive tasks. As the number of 
interacting elements that can be handled by the working memory is very limited (Baddeley 1986; Cowan 
2005; Miller 1956), human cognition expands on the long-term memory. In long-term memory, cognitive 
structures – schemas – are created which incorporate multiple elements of the working memory and 
assign a specific function to them. Schema usage frees cognitive resources in the working memory and 
thus enhances its capacity. Cognitive overload arises if a task’s information processing demands exceed 
the processing capacity of the cognitive system of the task fulfiller (Mayer and Moreno 2003). Cognitive 
overload inhibits human information processing and lowers decision quality (Hwang and Lin 1999) as it 
may lead to a state of ‘bounded’ rationality in which humans cannot consider and integrate all available 
information into their judgment (March 1978). Cognitive load theory was originally developed in the 
domain of student problem solving (Sweller 1988) and was applied to various IS related contexts such as 
the design of e-learning (e.g. Brünken et al. 2003; Mayer and Moreno 2003), e-commerce (Schmutz et al. 
2009), search applications (Gwizdka 2010), multi-modal user interfaces (Berthold and Jameson 1999; 
Leung et al. 2007), or usability research in general (Chalmers 2003; DeStefano and LeFevre 2007). 

Hypotheses and Model Development 

Advocates of prediction markets argue that prediction markets are a powerful forecasting and evaluation 
method, as they are very effective in aggregating dispersed information from multiple respondents. 
However, we believe that prediction markets are inappropriate for idea evaluation in OI communities as 
their inherent complexity may overload users cognitively hampering the mechanism’s effectiveness.  

The evaluation of the quality of user-generated innovation ideas is a complex task which may not have a 
true solution and is thus inducing a high cognitive load (van Merrienboer et al. 2003). Cognitive load is 
additive and consequently ill-designed mechanisms may add additional load to a users working memory. 
Paas et al. (2003) postulate three sources of cognitive load: (1) intrinsic cognitive load, (2) extraneous 
cognitive load, and (3) germane cognitive load. (1) Intrinsic cognitive load refers to task-inherent 
complexity and keeping a mental representation of the task in the working memory over a period of time 
(Mayer and Moreno 2003). Whereas rating scales are easy and intuitive for most users (Winkelmann et al. 
2009), prediction markets provide a considerably higher complexity (Graefe 2009; Kamp and Koen 
2009). Understanding and incorporating the market logic representing idea quality requires participants 
to process more interacting elements, and induces a higher intrinsic cognitive load than using rating 
scales. (2) Whereas intrinsic cognitive load directly refers to the complexity of the task, extraneous 
cognitive load refers to its presentation and arises from changes in information architecture, visual 
complexity, and additional media use (Mayer and Moreno 2003) as well as rising information quantity 
(information overload) (Eppler and Mengis 2004; Kirsh 2000). Prediction markets present a broad array 
of additional financial information, such as graphical representations of market prices as developments in 
order to support decision-making of its users. Moreover, prices and relating information constantly 
change due to the transactions of traders, thus reflecting a higher extraneous cognitive load in comparison 
to rating scales. (3) Finally, germane cognitive load refers to learning and the ease with which schemas in 
the long-term memory can be created (Paas et al. 2003). Most potential users of OI communities will have 
used rating scales before, e.g., in the scope of questionnaires they have completed or other web 2.0 
applications they may have used (Winkelmann et al. 2009). By contrast, prediction markets are relatively 
sparsely used suggesting that only few users have used them before. Whereas existing schemas can easily 
be adapted for rating scales, most participants will have to create new schemas in order to use prediction 
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markets. Thus, prediction markets are very likely to induce a higher germane cognitive load, and positive 
learning effects of schema usage will occur at a slower pace. Summing up, we believe that rating scales 
impose a lower intrinsic, extraneous, and germane cognitive load; thus, we assume: 

H1:  The evaluation mechanism used influences evaluation accuracy such that the mechanism 
‘rating scale’ leads to higher accuracy than the mechanism ‘prediction market.’ 

Generally, satisfaction has an evaluative focus, reflecting how favorable or unfavorable a person is toward 
a specific alternative (Fishbein 1966). Post-decision satisfaction arises immediately after the decision 
(Sainfort and Booske 2000) and according to Janis and Mann’s (1977; 1982) conflict theory of decision 
making, decision satisfaction is heavily influenced by decisional stress. Highest decision satisfaction is 
perceived in decision situations with an intermediate degree of stress, as this indicates a conflict that 
could successfully be solved by the decision maker. Evidence from the neuropsychological literature 
suggests that cognitive judgments are generally preceded by emotional ones (Goleman 1996; LeDoux 
1998; Zajonc 1980). This form of experience that is generally termed ‘feeling’ accompanies all cognitions. 
Thus, judgments of objective properties, such as evaluating idea quality, are often influenced by affective 
reactions (LeDoux 1998; Zajonc 1980). Existing research has found that cognitive overload is negatively 
associated with decision satisfaction (Grise and Gallupe 2000). In this regard, overload creates 
uncertainty (Botti and Iyengar 2006), cognitive dissonance (Malhotra 1982), and feelings of frustration 
(Farhoomand and Drury 2002) that are all facets of high decisional stress imposed by unresolved decision 
conflicts (Janis and Mann 1977; 1982). Thus, the higher cognitive load induced by prediction markets in 
comparison to rating scales is more likely to shift users into a state of ‘hyper-vigilance,’ a mismatch 
between the user’s expectations of evaluating the ideas accurately and the perceived accuracy of the 
evaluation. Most rating scale users will have used rating scales before so that there will be only little 
uncertainty regarding their correct application. Rating scale users can focus their full attention to the 
evaluation of the ideas reducing decisional stress whereas prediction market users will have to employ 
cognitive resources on the appropriate mechanism application as well. Moreover, rating scales employ a 
direct evaluation of ideas during which users can assign low values to bad and high values to good ideas in 
a straightforward manner. In contrast, prediction market users have to consider various constraints when 
making their decision that stem from the indirect market logic, e.g., the available money in their user 
account. These constraints may prevent users from making their quality judgments as they would without 
leading to higher decisional stress. Thus, dissatisfaction or even frustration that have risen from the 
feeling of not having been able to express its own judgment are much likelier to occur on prediction 
markets. Summing up, we assume that prediction markets lead to a lower degree of evaluation 
satisfaction as they elicit more stressful conflict situations than rating scales that users cannot adequately 
cope with, and we propose: 

H2:  The evaluation mechanism used influences evaluation satisfaction such that the mechanism 
‘rating scale’ leads to higher satisfaction than the mechanism ‘prediction market.’ 

Generally, cognitive load rises when task complexity increases (Paas et al. 2003; Sweller 1988). Task 
complexity is highly determined by task variability (Perrow 1967) which is the number of exceptional 
cases encountered solving a task, and refers to the frequency of novel and unexpected results (Daft and 
Macintosh 1981). In comparison to rating scales, prediction markets induce a higher extraneous cognitive 
load as they display a broad array of additional financial market information that is changing with every 
user transaction. Due to these dynamics of constantly changing prices and market conditions, evaluating 
ideas with prediction markets instead of rating scales is a considerably more variable task. However, the 
perception of task characteristics, such as task variability, is highly subjective (O'Reilly et al. 1980), and is 
heavily dependent on already existing cognitive structures (Haerem and Rau 2007). Cognitive load should 
thus be higher for individuals perceiving a task highly variable than it is for individuals with low perceived 
task variability (PTV). Consequently, participants perceiving high task variability are more endangered to 
face cognitive overload which hampers their evaluation accuracy. Given the higher cognitive load of 
prediction markets in comparison to rating scales users with high PTV are more endangered of 
experiencing cognitive overload when using a prediction market instead of a rating scale. Thus, users 
perceiving the task of evaluating idea quality highly variable should have a higher evaluation accuracy 
using rating scales than using prediction markets. Contrarily, the risk of cognitive overload is smaller for 
users with low PTV. Accordingly, the difference in evaluation accuracy between users of prediction 
markets and rating scales should be smaller. Thus, we assume: 
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H3a:  Perceived task variability positively moderates the effect of the evaluation mechanism used 
on evaluation accuracy such that the difference in evaluation accuracy between the 
mechanism ‘rating scale’ and the mechanism ‘prediction market’ will be higher for high 
perceptions of task variability and smaller for low perceptions of task variability. 

Research has found task variability to be negatively associated with user satisfaction (Speier et al. 2003). 
Generally, a task becomes less predictable as its variability increases. Decision makers can rely less 
extensively on existing cognitive structures, and have to invest more cognitive resources in understanding 
and sense making (Karimi et al. 2004). As a consequence, decisional stress increases that should generally 
be higher for individuals with high PTV than for individuals with low PTV. Thus, users with high PTV are 
more likely to undergo a state of hyper-vigilance which decreases evaluation satisfaction when the assess 
idea quality by means of a prediction market instead of rating scale. On the flipside, evaluation 
satisfaction among users with low PTV should converge on both mechanisms as these users have enough 
free cognitive resource in order to prevent cognitive overload and resulting dissatisfaction, Thus, we 
propose: 

H3b:  Perceived task variability positively moderates the effect of the evaluation mechanism used 
on evaluation satisfaction such that the difference in evaluation satisfaction between the 
mechanism ‘rating scale’ and the mechanism ‘prediction market’ will be higher for high 
perceptions of task variability and smaller for low perceptions of task variability. 

By consolidating all four hypotheses the research model in Figure 2 emerges. 

 

Figure 2. Hypotheses and Research Model 

Research Design 

The two-stage experiment was designed as a web-based experiment using a standard innovation portal for 
OI communities developed by the authors. Standard features, such as idea submissions, commenting, and 
sorting were disabled, and only the evaluation mechanisms were activated. Apart from these mechanisms, 
all portals were identical (cf. Appendix A). The portal consisted of a summary page containing the ideas to 
be evaluated, a portfolio page containing the ideas that a user has evaluated, and a FAQ explaining the 
experimental task as well as the mechanism’s way of functioning. For the prediction market, the portfolio 
page contained additional financial information, such as transaction prices, liquid funds, and a graph 
representing a trader’s overall portfolio value. The system provided visual feedback for a successful idea 
evaluation (e.g., highlighting rating scale buttons or updating price graphs) making user interaction as 
easy as possible. Subjects participated with their own computers. Before starting the experiment, we 
confirmed whether all common web browsers displayed the innovation portal correctly. As a web 
experiment closely reflects the actual usage scenarios of OI communities, high external validity of our 
results can be assumed. Participants could evaluate the ideas in their natural environment and could 
allocate as much time to complete the task as desired. Furthermore, the internal validity of our results was 
enhanced by analyzing the log files of the portals. By doing so, inappropriate user behavior, such as a 
quick random evaluation of the ideas, could be identified in order to exclude these users from the analysis. 

Figure 3 shows the overall research design of our experiment. In stage I we identify a robust configuration 
of the prediction market in terms of evaluation accuracy and satisfaction, which we then compare with a 
multi-criteria scale in stage II. 
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Figure 3. Experimental Design 

Stage I was designed as a randomized 2x3 between subject factorial experiment (cf. Figure 3 ‘Stage I’). 
The first factor represented the liquidity of the market maker, which we varied from low to high. The 
liquidity of the market maker can be defined as the degree to which prices change based on a single 
transaction. The second factor was market design, where we implemented ‘single-market’ and ‘multi-
market’ designs. The single-market design handled all contracts for all ideas on one single market, 
whereas contracts for each idea are traded on separate markets on ‘multi-markets.’ A detailed description 
of these factors can be found in the section ‘Prediction Market Configurations’ below. Each treatment 
group consisted of at least 56 participants exceeding the recommendation of 30 participants for efficient 
prediction markets (Christiansen 2007). The forecasting goal of our markets was set to identify the best 
five ideas. Intensive pretesting revealed that the participants perceived the task of identifying the best five 
ideas as considerably easier than identifying the best idea. On all markets participants received a seed 
capital of 5,000 virtual currency units. Participants received a payoff of 100 virtual currency units for each 
idea-contract in their portfolio that were correctly classified and 0 for incorrect classifications.  

In experimental stage II, we applied a 2x1 between subject factorial design which compared the best-
performing prediction market from the first stage with a multi-criteria rating scale representing the best-
performing rating scale configuration, as identified by Riedl et al. (2010) (cf. Figure 3 ‘Stage II’). In order 
to avoid a position bias in the rating scale treatment, ideas were presented in a randomized order 
(Malhotra 2007). Furthermore, rating scale users were able to update their ratings, so that it was assured 
that every user could rate every idea only once. In order to avoid information cascades in the rating scale 
treatment (Easley and Kleinberg 2010) leading to a rating bias derived from other participants’ ratings, 
the rating information of other participants was not visible. The multi-criteria rating scale used the 
following four criteria: novelty, value, feasibility, and elaboration (Riedl et al. 2010).  

In both stages of the experiment, participants of the sample population were randomly assigned to one of 
the evaluation mechanism treatments (random sampling without replacement; between subject design). 
Based on the random assignment, we invited the participants via a personalized email that included a link 
with the respective system URL and the online questionnaire, as well as an exhaustive description of the 
experimental task. Additionally, we provided all participants with a unique activation code that was 
necessary upon registration on the innovation portal in order to prevent cross-contamination effects and 
manipulations through the creation of multiple user accounts. Manipulation is especially a problem in 
prediction markets where participants can easily transfer money from one account to another by trading 
against themselves (Blume et al. 2010). In both stages, the participants completed the idea evaluation task 
distributed over the experiment duration of three weeks in November 2010.  

Idea Sample 

The ideas to be evaluated in the experiment comprised of a title and a description. The ideas were taken 
from a German real-world OI community of the software producer SAP. In this community, SAP users are 
invited to submit ideas to improve the SAP software or to develop radical innovations in the scope of the 
SAP software. Currently, it consists of 285 users who have submitted 208 ideas varying in length between 
a half and full A4 page. An independent panel of experts evaluated all ideas. Among all ideas, idea quality 
is normally distributed (Kolmogorov-Smirnov Z-score: 0.56, p =0.91). Since conducting an experiment 
with all ideas implied a substantial workload for participants a stratified sample of 24 ideas was drawn. 
This sample comprised 8 ideas each with high, medium, and low quality. The sample size was considered 
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sufficient, as 20 to 30 ideas are generally used to measure the variance of creativity ratings of laypersons 
in creativity research (Caroff and Besançon 2008; Runco and Basadur 1993; Runco and Smith 1992). 

Participants 

Users of topic related OI portals can be seen as the target population of our study and OI communities in 
general. Users of OI communities are predominantly male, young, and well educated (Franke and Shah 
2003; Jeppesen and Frederiksen 2006; Jokisch 2007; Kristensson et al. 2004; Schulz and Wagner 2008). 
486 participants took part in the experiment and 448 were included in the analysis. Our sample consisted 
of undergraduate and graduate students from two information systems courses related to SAP, as well as 
research assistants from the same field at a large German university. In order to motivate the participants, 
we offered homework credit points for participating students and drew two mp3 players for the 
participants with the highest concurrence with the expert jury (similar to Slamka et al. 2011). This payout 
scheme corresponds to a rank-order tournament that was found to enhance accuracy of prediction 
markets (Luckner and Weinhardt 2007), and we assumed that this would have a similar effect for rating 
scales. We considered students of the selected SAP related educational courses and information system 
experts to be appropriate subjects for this study because the experimental task required knowledge of SAP 
software systems to judge idea quality. It can also be argued that IS students are suitable participants, as 
they represent actual users of OI communities. On a general level, Voich (1995) found the values and 
beliefs of students to be representative in a variety of occupations. We applied Multivariate Analysis of 
Variance in order to check random assignment of participants, and found no differences regarding age, 
gender, and educational level in the different treatment groups. There were no significant differences 
between students and research assistants.74.9% of our subjects were male, 11.5% had a master degree, 
24.9% a bachelor degree and 58.3% finished high school. Mean age of participants was 22.54 years. 

Data Sources 

We combined three research and data collection methods to identify an effective prediction market, and 
to compare it with a multi-criteria rating scale: (1) a web experiment reflecting users’ idea evaluations, (2) 
a quantitative survey of participants, and (3) an independent expert rating of idea quality. This 
triangulation allows detailed insights into the complex interaction of user behavior, satisfaction, and IT 
artifacts. Furthermore, various researchers advocate the use of multiple methods to gain more robust 
results overcoming common method bias (Boudreau et al. 2001; Cyr et al. 2009; Sharma et al. 2009).  

Experiment Idea Evaluations 

Initially, 486 participants took part in the experiment. Subjects that did not complete the survey and/or 
performed the task in less than five minutes were removed from the analysis. The remaining 448 
participants performed 13,678 transactions in the prediction market treatments and 5,752 individual 
ratings in the rating scale treatment. The median time it took the users to participate was 78 minutes and 
17 seconds. 

Questionnaire 

Data on the participants’ PTV and evaluation satisfaction was collected through an online questionnaire 
after the experiment. For measuring PTV, we adapted the scales of Whitey et al. (1983) that were formerly 
used in the context of comparing task perceptions of novices (Haerem and Rau 2007). For measuring 
evaluation satisfaction, we adapted the scales of Riedl et al. (2010) previously used for measuring 
evaluation satisfaction of rating scales for idea evaluation. All items were measured on a 5-point Likert 
scale. The entire survey was pretested with a small sample of ten participants, reflecting the different 
groups of participants. They were asked to provide detailed comments on the survey, such as working or 
concept confusion. Based on this feedback, minor changes to the survey were made. 

Expert Rating 

In practice, companies usually evaluate innovation ideas with a small group of experts (Ferioli et al. 2010; 
Ozer 2005; Rochford 1991; Toubia and Flores 2007; Urban and Hauser 1993). Accordingly experts are 
generally used in order to identify the most promising ideas in OI communities (Berg-Jensen et al. 2010; 
Bretschneider 2011). In this regard, the expert evaluations provide a proxy measure for actual idea 
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quality, which is not observable. Thus, we compared the experiment participants’ evaluations with an 
independent expert evaluation in order to assess the accuracy of the different mechanisms. The ideas 
from the OI community were evaluated by a jury using the consensual assessment technique (Amabile 
1996). This technique is derived from creativity research, and has already been used several times for 
evaluating user-generated innovation ideas (Blohm et al. 2011a; Kristensson et al. 2004; Matthing et al. 
2006; Piller and Walcher 2006). In our case, the jury consisted of 11 referees, who were either university 
professors in information systems, employees of SAP’s marketing and R&D department, or the German 
SAP University Competence Centers. Idea quality was measured with four items that are internally used 
by SAP and reflect the dimensions of novelty, relevance, feasibility, and elaboration. For evaluation, the 
idea descriptions were copied into separate evaluation forms which were randomized and contained the 
scales for idea evaluation as well. The forms were handed out to the referees, which were assigned to rate 
the ideas with the four items on a rating scale from 1 (lowest) to 5 (highest) independently from the other 
referees. We assessed the Intra-Class-Correlation-Coefficients (ICC) of the expert evaluations that should 
exceed the value of 0.7 (Amabile 1996). We considered this as met for all items excluding feasibility whose 
ICC was 0.5. Based on the mean quality scores of the ideas, we calculated an aggregated quality ranking. 

Experiment Stage I: Evaluation of Prediction Market Designs 

In this section, we discuss and analyze the six market configurations according to the 2x3 factorial design 
of stage I in order to identify a robust market to which we compare the multi-criteria scale in stage II. 

Prediction Market Configurations 

The two factors investigated in stage I of the experiment are the liquidity of the market maker and the 
overall design of the market. Both factors are fundamentally influencing the mechanics of prediction 
markets, and the feedback these information systems provide to its users. As system feedback highly 
influences the usage of information systems (Bajaj and Nidumolu 1998; Kim and Malhotra 2005), these 
two factors are very likely to affect trading behavior and market accuracy as well as market perception.  

The effective liquidity of the Logarithmic Market Scoring Rules (LMSR) market maker can easily be 
adjusted with an elasticity constant b. For designers of prediction markets choosing an appropriate value 
for b is a difficult issue (Berg and Proebsting 2009; Pennock and Sami 2008). Too small values of b create 
highly volatile markets where prices change very dynamically – even for small transactions. By contrast, 
high values of b create stiff markets in which prices hardly move. Whereas Berg and Proebsting (2009) 
offer an approach for estimating appropriate values for b, e.g., based on the number of traders and the 
amount of their seed capital, it is not yet known how evaluation accuracy and user satisfaction are affected 
by varying values of b. As participation in OI communities may change very dynamically it is pivotal to 
know how users react to different liquidity settings which highly determine system feedback that is 
provided to users. In high liquidity settings, users face more extreme situations in which high profits and 
high losses can be generated and thus may stimulate user action. Thus, high liquidity settings may 
improve rating accuracy as they motivate users to monitor their trades and the market in general more 
actively. However, from a viewpoint of cognitive load theory, high liquidity settings might be less 
preferable as such dynamic markets might be harder to interpret hampering evaluation accuracy of users. 
We tested three different liquidity settings simulating a low (b=877; assuming 80 traders), a moderate 
(b=548; 50 traders), and a high liquidity of the market maker (b=219; 20 traders) in relation to the 
traders in each market.  

Contract and market design is fundamental for the success of prediction markets (Wolfers and Zitzewitz 
2004). In our case, 24 ideas basically represent 24 different events that can be traded. Such non-binary 
event spaces have been implemented in two different ways, and is not yet clear which alternative might be 
more appropriate for the use context of OI communities. Most researchers set up a single market 
containing more than two tradable events (Gaspoz and Pigneur 2008; Soukhoroukova et al. 2011; Stathel 
et al. 2009), i.e., all contracts for all ideas are traded on one market that is run by one market maker. In 
these markets, traders are able to hold stocks in their portfolio of which they think the underlying event 
will occur at the market end (we call this ‘single-markets’). Contrary, it is also possible to set up a single 
market for each tradable event or idea (‘multi-markets’) (Bothos et al. 2009). In these markets, each idea 
is represented by two contracts that we call TOP-contracts (‘the idea will be one of the five best ideas 
among all ideas on the market’) and FLOP-contracts (‘the idea will not be one of the five best ideas among 
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all ideas on the market’). The single markets are unified via a common user interface so that they appear 
as one market to the user. Each of these markets is operated by a separate market maker. Due to the 
different numbers of market makers, single- and multi-markets will deliver varying system feedback from 
a user’s point of view. Whereas every trade on single-markets influences the prices of all other idea 
contracts, trades on the multi-market affect only the market price of an idea contract’s counterpart (i.e., 
the FLOP contract for a given TOP-contract). From a perspective of cognitive load theory, the two market 
designs lead to different facets of complexity inducing cognitive load whose effects are not yet researched. 
Whereas single-markets may tend to induce higher extraneous cognitive load by continuously updating all 
prices, multi-markets employ a more complex market design increasing intrinsic cognitive load.  

Analysis of Prediction Market Configurations 

In order to identify the best performing prediction market, we analyzed their accuracy on an aggregated 
level (cf. Table 1). We checked whether there is a statistically significant concurrence between the markets 
and the expert evaluation, calculating their Kendall-Tau rank-order correlations, and Mean Absolute 
Percentage Errors (MAPE) (Armstrong and Collopy 1992). We used the ranking of ideas according to their 
prices, and compared it to the ranking produced by the expert ratings. The multi-market design with 
medium liquidity of the market maker (PM5) has the highest correlation with the expert rating (p < 0.05), 
and the third lowest MAPE (smaller is better as it is a error measure) only slightly above than the smallest 
MAPE (9%). As described in stage II of our experiment, we applied exploratory and confirmatory factor 
analysis in order to validate our satisfaction scale. As the values were almost identical to those in stage II 
of our experiment, we do not report them here. Applying Analysis of Variance reveals that there are only 
little difference between the individual configurations (F5,375 = 0.73; p =n.s.). However, PM5 tends to be 
the most satisfying prediction market for users. 

Table 1. Kendall-Tau-Correlations, MAPE and Satisfaction on Market Level 

 PM1 PM2 PM3 PM4 PM5 Experts MAPE Satisfaction 

High Liquidity (PM1)  -     -0.01 1.77 2.85 

Medium Liquidity (PM2) 0,29* --    0.14 1.79 2.91 

Single-
Market  

Design 
Low Liquidity (PM3)  0.49** 0.29* -   0.22 1.22 3,06 

High Liquidity (PM4)  0.47** 0.38* 0.44** -  0.02 1.89 3.03 

Medium Liquidity (PM5)  0.49** 0.37** 0.37** 0.52** - 0.33* 1.31 3.09 

Multi-
Market  

Design 
Low Liquidity (PM6) 0.27 0.05* 0.21** 0.30* 0.19* 0.03 1.24 2.98 

*significant with p < 0.05; **significant with p < 0.01 

Conclusion 

We choose PM5 for our comparison with the multi-criteria rating scale as it performs best in terms of 
evaluation accuracy and evaluation satisfaction on a general level. A more detailed discussion of the 
results of experimental phase I can be found in Appendix B. 

Experiment Stage II: Prediction Market vs. Multi-Criteria Scale 

In this section, we use the best performing market from experimental stage I to test our research model 
and compare it to a multi-criteria rating scale that performed best in previous research (Riedl et al. 2010). 

Construct Validation 

In order to confirm validity and reliability of our constructs, we applied exploratory and confirmatory 
factor analysis using SPSS and AMOS 19 (cf. Table 2). All items loaded unambiguously on the two factors 
that can clearly be interpreted. Multivariate normality was confirmed and therefore Maximum-
Likelihood-Estimation applied. Composite Reliabilities (CR) exceeded values of 0.5, and Average Variance 
Explained (AVE) for each factor was at least 0.5, and thus convergent validity could be assumed (Bagozzi 
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and Yi 1988). The discriminant validity was checked by using the Fornell-Larcker criteria, which claims 
that one factor’s AVE should be higher than its squared correlation with every other factor (Fornell and 
Larcker 1981). The factors’ squared multiple correlation was 0.01, so that discriminant validity could be 
assumed. Cronbach Alphas of at least 0.73 suggest good reliability of factors (Nunnally and Bernstein 
1994). However, we eliminated item PTV3 due to a low Individual Item Reliabilities (IIR) of 0.31 as this is 
far below the minimum threshold of 0.4 (Bagozzi and Yi 1988). Finally, we checked the global fit of our 
measurement model. The χ²-test was significant (p = 0.01), but the χ² / df-ratio (1.86) was well below the 
upper threshold of 5.00 (Wheaton et al. 1977). Global fit measures suggested excellent fit as well: GFI = 
0.98 (≥ 0.9), AGFI = 0.95 (≥ 0.9), NFI = 0.91 (≥ 0.95), CFI = 0.96 (≥ 0.95), RMSEA = 0.06 (≤ 0.06) and 
SRMR = 0.06 (≤ 0.11) (Browne and Cudeck 1993; Bühner 2008).  

Table 2. Factor Analysis of Constructs  

Factor 
 Item 

Satisfaction  PTV 
α IIR CR AVE 

SAT4 I feel happy with my idea transactions / 
evaluations. 

0.88 -0.03 0.77 

SAT3 I feel confident that my idea transactions 
/ evaluations are correct. 

0.86 0.04 0.58 

SAT1 I feel satisfied with my idea transactions 
/ evaluations. 

0.83 0.04 0.41 

SAT2 Trading / Evaluating the ideas met my 
expectations. 

0.76 -0.09 

0.85 

0.64 

0.85 0.60 

PTV2 To what extent did you come up against 
unexpected factors in trading / 
evaluating the ideas? 

0.04 0.77 0.45 

PTV1 
To what extent did you come across 
problems about which you were unsure 
while trading / evaluating ideas? 

0.07 0.77 0.46 

PTV4 
To what extent do you feel that it is 
difficult to trade / evaluate the ideas? 

-0.03 0.74 0.38 

PTV3 To what extent do you feel that your 
trades / evaluations were vague and 
difficult to anticipate? 

-0.14 0.69 

0.73 

0.31 

0.78 0.48 

 Eigenvalues (Variance Explained in %) 2.81 (35.1) 2.20 (27.5)     

MSA = 0.73; Bartlett-test of specificity: χ² = 354.24, p = 0.000; principal component analysis; varimax-rotation; n = 132. The bold values 

indicate the attribution of the variables to one of the two factors. 

Hypothesis Testing 

We tested our research model using the best-performing prediction market from stage I of the experiment 
and a multi-criteria scale that was superior in previous research (Riedl et al. 2010). First, we performed an 
analysis on the aggregated level. The individual user ratings in the rating scale treatment were aggregated, 
and an idea ranking was constructed according to the ideas’ mean quality scores. This resulted in a rank-
ordered list of the ideas according to their quality evaluation, similar to the price-based ranking of the 
prediction market. The multi-criteria scale achieved a Kendall-Tau correlation with the expert rating of 
0.41 (significant with p < 0.01) and a MAPE of 0.59. There was a correlation of 0.30 (p < 0.05) between 
the price ranking of the prediction market and the ranking produced by the multi-criteria scale. 

In order to test our hypotheses, we need to switch the level of analysis from the aggregated level to the 
individual participant, where we constructed a ’fit measure‘ indicating how well an individual has 
performed in terms of evaluation accuracy. In the context of OI communities, it can be assumed that a 
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participant’s evaluations are accurate if he or she is able to effectively identify the ’best’ ideas. However, 
this true idea quality is a priori unknown, and the community evaluations can only serve as a pre-selection 
for a further internal review phase (Berg-Jensen et al. 2010; Di Gangi and Wasko 2009). Thus, it is pivotal 
that the best ideas are identified correctly by the participants (Reinig et al. 2007). In creativity research, 
judgmental accuracy of laypersons is usually determined by assessing the concurrent validity of their 
judgments compared to those of an expert jury, e.g., by counting correctly identified ideas (Runco and 
Basadur 1993; Runco and Smith 1992). In order to measure a single user’s evaluation accuracy we 
adapted the approach of Riedl et al (2010). Accordingly, we defined the best five (ca. 21%) and eight ideas 
(ca. 33%) from the high quality sample strata as ’good ideas’ and the worst five and eight ideas from the 
low quality sample strata as ’bad ideas.’ We chose this cut off criteria as about 10-30% of user-generated 
innovation ideas are of high quality (Blohm et al. 2011a; Franke and Hienerth 2006; Walcher 2007). For 
each user, we counted the correctly classified ideas. On the prediction market, we considered an idea to be 
correctly classified, when users had TOP-contracts of the five (eight) ’good’ ideas and FLOP-contracts of 
the five (eight) ’bad’ ideas in their final portfolios. For the multi-criteria rating scale, we followed a similar 
approach in which we counted the best five (eight) ideas which received a rating higher than the mean 
rating of that idea and we counted the worst five (eight) ideas which received a rating lower than the 
mean. Both values were then corrected with their error by subtracting the number of misclassifications 
(‘good ideas’ classified as ’bad’ and vice versa). Additionally, we normalized fit scores with the number of 
evaluated ideas as participants did not have to evaluate a fixed number of ideas. We performed our 
analysis using both cut off criteria. As they lead to almost identical results, we report only the results that 
are based on the more severe five idea ratio, as we believe that this reflects reality most closely. 

We followed the recommendations of Cohen et al. (2003) and applied moderated, hierarchical ordinary 
least square (OLS) regression to test the moderating effects of PTV (H3a and H3b). As this procedure 
requires a test of direct effects of the evaluation mechanism used on evaluation accuracy (H1) and 
evaluation satisfaction (H2), we also used OLS regression to test H1 and H2. This represents an objective, 
indirect measurement of cognitive load (Brünken et al. 2003). Each hypotheses group regarding 
evaluation accuracy (H1 and H3a) and evaluation satisfaction (H2 and H3b) was tested in a single 
regression model. Because ‘evaluation mechanism use’ has categorical measurement level (prediction 
market; rating scale), we applied dummy coding in which the prediction market served as reference group 
(West et al. 1996). We used factor scores so that there was no need for standardization estimating the 
following regression equation (Frazier et al. 2004): 

Y =  b0 + b1 Evaluation Mechanism Use (Dummy) + b2 PTV +                
b3 PTV x Evaluation Mechanism Use (Dummy) 

We ran regression analyses on rating accuracy and rating satisfaction with PTV as an independent 
variable. PTV had no direct effects on evuation accuracy and satisfaction. In the second step, we entered 
the dummy variable ‘Evaluation Mechanism Use’ to test H1 and H2. The dummy had a positive, 
statistically significant influence on both depedend variables (cf. Table 3). The moderator effect can be 
tested with a multiple degree of freedom omnibus F-test representing the stepwise change of explained 
variance for the step in which the interaction term is entered (West et al. 1996). Including the dummy 
variable in the regression, a significant gain in explained variance can be detected for evaluation accuracy 
(cf. Table 3) and satisfaction (cf. Table 4). Thus, all four hypotheses can be supported. Finally, we 
estimated means for evaluation accuracy and satisfaction for representative groups who scored one 
standard deviation below and above the mean on the predictor and moderator variables in order to 
interpret the interaction effects (cf. Figure 4 and 5) (Cohen et al. 2003; Frazier et al. 2004). 

Table 3. Moderated Regression Results on Evaluation Accuracy 

Step Independent Variable B β R²  ∆R²  Hypotheses Supported 

1 Perceived Task Variability -0.04 -0.04 0.04 -   

2 Evaluation Mechanism Use (Dummy) 0.74*** 0.36*** 0.17 0.13*** H1 Yes 

3 
Perceived Task Variability x 
Evaluation Mechanism Use (Dummy) 

0.41* 0.28* 0.21 0.04*** H3a Yes 
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N = 132, *** significant with p < 0.001, ** significant with p < 0.01, * significant with p < 0.05 
 

Table 4. Moderated Regression on Evaluation Satisfaction 

Step Independent Variable B β R²  ∆R²  Hypotheses Supported 

1 Perceived Task Variability -0.27 -0.27 0.00 -   

2 Evaluation Mechanism Use (Dummy) 0.53* 0.27* 0.08 0.08*** H2 Yes 

3 
Perceived Task Variability x 
Evaluation Mechanism Use (Dummy) 

0.36** 0.26** 0.11 0.03** H3b Yes 

N = 132, *** significant with p < 0.001, ** significant with p < 0.01, * significant with p < 0.05 
 

  

Figure 4. Marginal Means for Evaluation 

Accuracy 

Figure 5. Marginal Means for Evaluation 

Satisfaction 

Summary and Discussion 

The first stage of our experiment compared six configurations of a prediction market (single-market and 
multi-market design with three different liquidity settings each). We found the multi-market design with 
medium liquidity (PM5) to result in the highest Kendall-tau correlation with the base-line expert rating 
and the third lowest MAPE. PM5’s correlation of 0.33 lies also in the range reported by other researchers 
of 0.43 (LaComb et al. 2007) and of 0.10, 0.39 and 0.47 (Soukhoroukova et al. 2011). A possible 
explanation for our slightly lower correlations could be that both other studies were conducted inside 
company boundaries with employees and not with external novices, as in OI communities. However, PM5 
can be seen as a robust, best-of breed prediction market set-up, and was thus compared to a multi-criteria 
scale in the second stage of our experiment. Using questionnaire data, system-captured experiment data, 
and an independent expert evaluation of idea quality, the proposed model was tested. It was expected that 
the rating scale would lead to both higher evaluation accuracy and higher evaluation satisfaction 
compared to that of the prediction market. Both hypotheses are supported (H1 and H2). Moreover, it was 
expected that PTV would have a moderating effect on the relationship between the evaluation mechanism 
use and evaluation accuracy, as well as the users’ evaluation satisfaction. These hypotheses were 
supported (H3a and H3b). We also tested for a direct effect of PTV on evaluation accuracy and evaluation 
satisfaction, but no support was found. 

While advocates of prediction markets argue that efficient markets exhibit great potential in aggregating 
dispersed information, our analysis suggests that while the general argument might be true for various 
other contexts, the relative performance of rating scales in the context of community-based idea 
evaluation is significantly higher (p < 0.001). The measurements of both the individual user’s evaluation 
accuracy measured by the fit-score as well as the aggregated idea ranking based on both MAPE and 
Kendall-Tau correlation support this finding. This can be grounded in three reasons. (1) As idea quality on 
its own is already a fuzzy concept, using a more direct method of assessing idea quality could be 
beneficial. Assessing a complex concept, such as idea quality, through an indirect price building of 
prediction markets might simply add too much ‘noise’ in order to arrive at valid idea rankings. (2) The 
evaluation mechanism of a market might be too complex, and trading ideas might distract users from 
developing mental representations of the actual idea quality that are the foundations of evaluating idea 
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quality accurately. In this regard, the working memory of prediction market users could have been already 
fully loaded handling the prediction market so that existing knowledge that is necessary for idea 
evaluation could not be accessed. These negative effects might offset potential benefits of the prediction 
market mechanism in integrating dispersed information leading to lower evaluation accuracy. (3) 
Properly designed multi-criteria scales may stimulate decision making of raters so that these can develop 
a fuller understanding of the problem integrate aspects into their judgment they would not have thought 
of otherwise (Keeney 1992). All three reasons lead to the conclusion that the use of the considerably more 
complex evaluation mechanism of a prediction market is not warranted by superior accuracy. Users of 
prediction markets are at higher risk of facing a situation of cognitive overload which hampers the ability 
of evaluating ideas accurately than participants that assess idea quality with rating scales. Further, the 
moderating effect of PTV gives strong support to our assumptions. Generally, users perceiving the 
experimental task as highly variable are more endangered by the risk of cognitive overload, as the given 
task seems more challenging to them. Accordingly, these users are affected in a stronger way by a 
declining ability of evaluating ideas correctly on prediction markets than are users facing low PTV. 

As user satisfaction is of great importance in online communities that rely on voluntary participation and 
contribution, evaluation accuracy of a given evaluation mechanism is not the only selection criteria for 
companies operating OI communities. The multi-criteria scale induced a significantly higher degree of 
user satisfaction than the best-performing prediction market from stage I. In this context, the higher 
mechanism complexity of prediction markets may have induced higher decisional stress so that more 
users were facing a state of-hyper-vigilance, leading to lower decision satisfaction. Our results also show 
that this effect is stronger for users perceiving a high PTV and high cognitive load. 

In summary, a combination of a web-based experiment, questionnaire data, and expert rating provides 
insights that would not have been possible with only one source of data, and thus offers a more detailed 
understanding of evaluation mechanisms for OI communities. Overall, there is mutual support between 
the different analysis methods and data sources to suggest that rating scales lead to both higher 
evaluation accuracy and evaluation satisfaction. This effect is strengthened even more when taking PTV 
into consideration. 

Conclusion 

Theoretical Contribution 

From a theoretical perspective, this paper is a first attempt to integrate two separate streams of research. 
While rating scales (e.g., Berg-Jensen et al. 2010; Riedl et al. 2010) and prediction markets (e.g., LaComb 
et al. 2007; Soukhoroukova et al. 2011) have been studied as means to aggregate opinions of crowds, this 
research is the first to compare the relative performance of both mechanisms as means for idea evaluation 
in OI communities – not only on the aggregated mechanism level but also on the level of the individual 
user. Based on the analysis of the user level, we were able to explain performance differences between the 
two investigated mechanisms. We applied cognitive load theory in a new research context. Our research 
contributes to theory building in the emerging area of collective intelligence by extending our 
understanding of how and why such mechanisms do work (Zwass 2010). It contributes to the field of 
market engineering research, where it enables a better understanding of how prediction market designs 
affect trading outcomes and may generalize to various related and yet not answered research questions. 
For instance, it may help to explain why prediction markets are only sparsely used, as people do not 
understand how these markets work (Graefe 2009; Kamp and Koen 2009). Our analysis of PTV offers a 
contribution to our understanding of task complexity as key elements influencing IT system usage by 
groups, in which collective judgment tasks have rarely been studied (Zigurs and Buckland 1998). Finally, 
our research contributes by suggesting novel integration mechanisms for external knowledge that can be 
used to improve organizations’ absorptive capacity by engaging a larger user base (Lewin et al. 2011). 

Methodological Contribution  

This paper reports results of a multi-stage experiment combining multiple research methods (web-
experiment, questionnaire, expert evaluation), and two levels of analysis (mechanism and user level). This 
follows recommendations to use method triangulation to avoid common method bias (Sharma et al. 
2009) and a call for more advanced experimental designs (Shadish et al. 2002). Our multi-
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treatment/multi-method approach underlines the robustness of our results. Our extension of the fit-score 
method of Riedl et al. (2010) offers a means to dissect compound results which are initially only available 
on the aggregated level. Using this fit-score, aggregated observation can be dissected and brought down to 
the user level where it can be used to perform a richer analysis by combining the system-captured 
behavior data with questionnaire data about perceived usage that may directly influence user behavior. 
Thus, the fit-score method helps to entangle complex research results, and enhances our ability to give 
detailed design recommendations regarding the construction of IT artifacts (Benbasat and Zmud 2003). 

Practical Contribution 

From a practical perspective, recommendations regarding the design of mechanisms for community-
based judgments of idea quality can be given. The effective and accurate design of mechanisms for 
collective judgment tasks is of paramount importance to help organization to overcome their limited 
absorptive capacity by outsourcing idea evaluation to a crowd of users. Based on our results, we argue that 
a multi-criteria scale is superior for community-based idea evaluation in terms of evaluation accuracy and 
satisfaction. Regarding prediction markets using the LMSR market maker, there were no significant 
differences regarding evaluation satisfaction on the tested market designs. Evaluation accuracy can be 
maximized with a medium liquidity of the market maker on the ‘multi-market’ design. On a general level, 
the strong moderating effect of PTV suggests that users will strongly react to information and 
functionalities provided during the process of idea evaluation. Thus, designers of community-based idea 
evaluation mechanisms should use these very carefully in order to avoid overloading participants 
cognitively. Consequently, our design recommendation offers valuable suggestions for how a community-
based idea quality assessment through a multi-criteria rating scale can be used to supplement or even 
replace expert panels in their assessment of customer-generated ideas. 

Research Limitations and Potential Future Research Directions 

Some general shortcomings resulting from conducting a controlled experiment apply to our research. 
While our web-based experiment was intended to closely reflect actual community behavior, general 
threats to the external validity have to be acknowledged resulting from the use of students. Furthermore, 
following the ‘wisdom of the crowd’ paradigm, the expert rating which served as the baseline for all our 
relative comparisons might be deficient, although experts generally outperform non-experts (see Ericsson 
and Lehmann 1996 for a review). A small group of experts might be more prone to a fixed mind-set rather 
than a broader community, and thus certain aspects of some ideas might have been overlooked. However, 
as true idea quality is not directly observable, assessment of idea quality through an expert panel is 
generally performed for idea selection. Even when accepting expert judgment as biased, our results retain 
their validity insofar as they provide insights into how an expert panel can be supported or maybe even 
replaced by a community in order to conserve valuable resources and to cope with increasing numbers of 
submissions which can no longer be manually assessed by a small group of experts. As the ideas in our 
experiment derived from the domain of software development our findings should be replicated with 
ideas from other contexts to ensure generalizability. However, we think that our results are generally 
applicable for textual idea descriptions. There are OI communities in which ideas are not based on textual 
descriptions but rather resemble visual designs (Berg-Jensen et al. 2010; Bullinger et al. 2010). Dual 
coding theory (Paivio 1986) suggests that verbal and visual cues are processed differently in human 
cognition so that differences in idea evaluation are likely to occur. Moreover, prediction markets for idea 
evaluation generally suffer from the fact that no real observable outcome exists, to which payoffs can be 
tied. Participants could bet on expert evaluations and not on idea quality itself 

Our research found that users perceive the investigated evaluation mechanisms cognitively different and 
this perception highly influences the mechanism’s outcome. Thus, a more indulgent understanding of 
user cognitions is necessary to design more powerful mechanisms for group judgments and social 
interaction systems in general. In this regard, future research should especially consider the decision 
process of idea evaluators. Understanding this process, mechanisms can be tailored to deliver higher 
decision support and better evaluation accuracy and satisfaction. 
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Appendix A – Idea Evaluation Mechanisms 

 
Transaction form on the details 
page of an idea: users can enter 
the quantity of idea contracts to 

be bought (sold) in the 
transaction form to calculate the 
buying (selling) price; the graph 
depicts price trends of the idea 

contract 

 
Transaction form on the details 

page of an idea: transaction form 
resembles single market design, 
however there is a separate form 
for TOP and FLOP-contracts, the 
graph depicts price trends of TOP 

and FLOP contract 

 
Complex rating scale on the 

details page of an idea: four 5-
point scales for (1) novelty, (2) 
value, (3) feasibility, and (4) 

elaboration ranging from “low” to 
“high”. 

‘Single-Market’ Prediction 

Market  

‘Multi-Market’ Prediction 

Market 

Multi-Criteria Rating Scale 

Appendix B – Extended Discussion of Experimental Stage I 

The results of experimental phase I show that prediction markets with a high liquidity setting of the 
market maker result in lowest correlations and highest MAPEs irrespective of the market design whereas 
medium liquidity worked best on the multi-market and a low liquidity setting on the single-market 
design. These results suggest that prediction markets with medium to low liquidity settings tend to be 
more accurate than low liquidity settings. These findings can easily be interpreted in terms of cognitive 
load theory and PTV. The higher the liquidity setting of the market maker the more contract prices change 
on the market. This increase in market volatility may make interpretation of the financial data that is 
necessary for trading successfully more complicated resulting in higher cognitive load and lower rating 
accuracy.  

In regard to the market design the multi-market designs tends to produce more accurate results than the 
single-market design. A reason for this may be a higher decision support as users can buy idea contracts 
of which they think they represent the best and the worst ideas instead of idea contracts that reflect the 
best ideas only. It can be argued that more complex design of the multi-market may induce a lower 
cognitive load as it better fits the process of idea evaluation during which filtering out the worst ideas is a 
fundamental process step. Additionally, the multi-market design creates more stable prices of idea 
contracts making interpretation of results easier.  
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